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## Libraries

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(lubridate)

##   
## Attaching package: 'lubridate'

## The following objects are masked from 'package:base':  
##   
## date, intersect, setdiff, union

library(caret)

## Warning: package 'caret' was built under R version 4.3.2

## Loading required package: ggplot2

## Loading required package: lattice

library(MESS)

## Warning: package 'MESS' was built under R version 4.3.2

## Data Processing

project\_data <- read.csv("project\_data/project\_data.csv")  
  
rownames(project\_data) <- project\_data$Booking\_ID  
project\_data <- project\_data[, -1]  
  
training\_ind <- createDataPartition(project\_data$booking\_status,  
 p = 0.75,  
 list = F,  
 times = 1)  
  
training\_set <- project\_data[training\_ind, ]  
test\_set <- project\_data[-training\_ind, ]  
  
  
training\_set$booking\_status <- ifelse(training\_set$booking\_status=="canceled",1,0)  
test\_set$booking\_status <- ifelse(test\_set$booking\_status=="canceled",1,0)  
  
  
###### Training Set Categorical Features  
  
top\_8\_previous\_not\_cancelled <- training\_set %>%  
 group\_by(no\_of\_previous\_bookings\_not\_canceled) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 select(no\_of\_previous\_bookings\_not\_canceled) %>%  
 slice(1:8)  
  
top\_2\_number\_of\_children <- training\_set %>%  
 group\_by(no\_of\_children) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:2)  
  
top\_3\_previous\_cancellations <- training\_set %>%  
 group\_by(no\_of\_previous\_cancellations) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:3)  
  
top\_8\_week\_nights <- training\_set %>%  
 group\_by(no\_of\_week\_nights) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:8)  
  
top\_6\_weekend\_nights <- training\_set %>%  
 group\_by(no\_of\_weekend\_nights) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:6)  
  
top\_4\_special\_requests <- training\_set %>%  
 group\_by(no\_of\_special\_requests) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:4)  
  
  
training\_set$no\_of\_previous\_bookings\_not\_canceled <- ifelse(  
 training\_set$no\_of\_previous\_bookings\_not\_canceled %in% top\_8\_previous\_not\_cancelled$no\_of\_previous\_bookings\_not\_canceled,  
 training\_set$no\_of\_previous\_bookings\_not\_canceled, "8+"  
)  
  
training\_set$no\_of\_children <- ifelse(  
 training\_set$no\_of\_children %in% top\_2\_number\_of\_children$no\_of\_children,  
 training\_set$no\_of\_children, "3+"  
)  
  
training\_set$no\_of\_previous\_cancellations <- ifelse(  
 training\_set$no\_of\_previous\_cancellations %in% top\_3\_previous\_cancellations$no\_of\_previous\_cancellations,  
 training\_set$no\_of\_previous\_cancellations, "3+"  
)  
  
training\_set$no\_of\_week\_nights <- ifelse(  
 training\_set$no\_of\_week\_nights %in% top\_8\_week\_nights$no\_of\_week\_nights,  
 training\_set$no\_of\_week\_nights, "8+"  
)  
  
training\_set$no\_of\_weekend\_nights <- ifelse(  
 training\_set$no\_of\_weekend\_nights %in% top\_6\_weekend\_nights$no\_of\_weekend\_nights,  
 training\_set$no\_of\_weekend\_nights, "6+"  
)  
  
training\_set$type\_of\_meal\_plan <- ifelse(training\_set$type\_of\_meal\_plan %in% c("meal\_plan\_1", "meal\_plan\_2"),  
 training\_set$type\_of\_meal\_plan,  
 "other")  
  
training\_set$no\_of\_special\_requests <- ifelse(training\_set$no\_of\_special\_requests %in% top\_4\_special\_requests$no\_of\_special\_requests,  
 training\_set$no\_of\_special\_requests,  
 "4+")  
  
training\_set$arrival\_date <- parse\_date\_time(training\_set$arrival\_date, "ymd")  
training\_set$booking\_date <- int\_start(interval(training\_set$arrival\_date - ddays(training\_set$lead\_time),   
 training\_set$arrival\_date))  
  
season\_months <- data.frame(winter = c(12,1,2), spring = c(3,4,5),  
 summer = c(6,7,8), fall = c(9,10,11))  
  
  
get\_season <- function(x) {  
 y <- month(x)  
 # print(y)  
 for (j in 1:length(colnames(season\_months))) {  
 # print(j)  
 if (y %in% season\_months[[j]]) {  
 # print(colnames(season\_months)[j])  
 return(colnames(season\_months)[j])  
 }  
 }  
}  
  
training\_set$arrival\_season <- sapply(training\_set$arrival\_date, get\_season)  
training\_set$arrival\_day <- wday(training\_set$arrival\_date)  
training\_set$arrival\_day <- ifelse(training\_set$arrival\_day %in% c(1,6,7),  
 "weekend", "weekday")  
  
  
categorical\_var <- c(1:7,10:13,15,18,19)  
for (i in categorical\_var) {  
 training\_set[[i]] <- factor(training\_set[[i]])  
}  
  
cat\_col <- colnames(training\_set[, c(1:7,10:13,15,18,19)])  
  
onehot\_encoder <- dummyVars(~ no\_of\_adults + no\_of\_children + no\_of\_weekend\_nights  
 + no\_of\_week\_nights + type\_of\_meal\_plan + required\_car\_parking\_space  
 + room\_type\_reserved + market\_segment\_type + repeated\_guest  
 + no\_of\_previous\_cancellations + no\_of\_previous\_bookings\_not\_canceled  
 + no\_of\_special\_requests + arrival\_season + arrival\_day,  
 training\_set[, c("no\_of\_adults","no\_of\_children","no\_of\_weekend\_nights",  
 "no\_of\_week\_nights","type\_of\_meal\_plan",  
 "required\_car\_parking\_space",  
 "room\_type\_reserved","market\_segment\_type",  
 "repeated\_guest","no\_of\_previous\_cancellations",  
 "no\_of\_previous\_bookings\_not\_canceled",  
 "no\_of\_special\_requests","arrival\_season",  
 "arrival\_day")],  
 levelsOnly = F,  
 fullRank = T)  
  
onehot\_enc\_training <- predict(onehot\_encoder, training\_set[, c("no\_of\_adults","no\_of\_children","no\_of\_weekend\_nights",  
 "no\_of\_week\_nights","type\_of\_meal\_plan",  
 "required\_car\_parking\_space",  
 "room\_type\_reserved","market\_segment\_type",  
 "repeated\_guest","no\_of\_previous\_cancellations",  
 "no\_of\_previous\_bookings\_not\_canceled",  
 "no\_of\_special\_requests","arrival\_season",  
 "arrival\_day")])  
  
training\_set <- cbind(training\_set, onehot\_enc\_training)  
  
####### Test Set Categorical Variables  
  
test\_set$no\_of\_previous\_bookings\_not\_canceled <- ifelse(  
 test\_set$no\_of\_previous\_bookings\_not\_canceled %in% top\_8\_previous\_not\_cancelled$no\_of\_previous\_bookings\_not\_canceled,  
 test\_set$no\_of\_previous\_bookings\_not\_canceled, "8+"  
)  
  
test\_set$no\_of\_children <- ifelse(  
 test\_set$no\_of\_children %in% top\_2\_number\_of\_children$no\_of\_children,  
 test\_set$no\_of\_children, "3+"  
)  
  
test\_set$no\_of\_previous\_cancellations <- ifelse(  
 test\_set$no\_of\_previous\_cancellations %in% top\_3\_previous\_cancellations$no\_of\_previous\_cancellations,  
 test\_set$no\_of\_previous\_cancellations, "3+"  
)  
  
test\_set$no\_of\_week\_nights <- ifelse(  
 test\_set$no\_of\_week\_nights %in% top\_8\_week\_nights$no\_of\_week\_nights,  
 test\_set$no\_of\_week\_nights, "8+"  
)  
  
test\_set$no\_of\_weekend\_nights <- ifelse(  
 test\_set$no\_of\_weekend\_nights %in% top\_6\_weekend\_nights$no\_of\_weekend\_nights,  
 test\_set$no\_of\_weekend\_nights, "6+"  
)  
  
test\_set$type\_of\_meal\_plan <- ifelse(test\_set$type\_of\_meal\_plan %in% c("meal\_plan\_1", "meal\_plan\_2"),  
 test\_set$type\_of\_meal\_plan,  
 "other")  
  
test\_set$no\_of\_special\_requests <- ifelse(test\_set$no\_of\_special\_requests %in% top\_4\_special\_requests$no\_of\_special\_requests,  
 test\_set$no\_of\_special\_requests,  
 "4+")  
  
test\_set$arrival\_date <- parse\_date\_time(test\_set$arrival\_date, "ymd")  
test\_set$booking\_date <- int\_start(interval(test\_set$arrival\_date - ddays(test\_set$lead\_time),   
 test\_set$arrival\_date))  
  
  
test\_set$arrival\_season <- sapply(test\_set$arrival\_date, get\_season)  
test\_set$arrival\_day <- wday(test\_set$arrival\_date)  
test\_set$arrival\_day <- ifelse(test\_set$arrival\_day %in% c(1,6,7),  
 "weekend", "weekday")  
  
  
categorical\_var <- c(1:7,10:13,15,18,19)  
for (i in categorical\_var) {  
 test\_set[[i]] <- factor(test\_set[[i]])  
}  
  
cat\_col <- colnames(test\_set[, c(1:7,10:13,15,18,19)])  
  
onehot\_encoder <- dummyVars(~ no\_of\_adults + no\_of\_children + no\_of\_weekend\_nights  
 + no\_of\_week\_nights + type\_of\_meal\_plan + required\_car\_parking\_space  
 + room\_type\_reserved + market\_segment\_type + repeated\_guest  
 + no\_of\_previous\_cancellations + no\_of\_previous\_bookings\_not\_canceled  
 + no\_of\_special\_requests + arrival\_season + arrival\_day,  
 test\_set[, c("no\_of\_adults","no\_of\_children","no\_of\_weekend\_nights",  
 "no\_of\_week\_nights","type\_of\_meal\_plan",  
 "required\_car\_parking\_space",  
 "room\_type\_reserved","market\_segment\_type",  
 "repeated\_guest","no\_of\_previous\_cancellations",  
 "no\_of\_previous\_bookings\_not\_canceled",  
 "no\_of\_special\_requests","arrival\_season",  
 "arrival\_day")],  
 levelsOnly = F,  
 fullRank = T)  
  
onehot\_enc\_test <- predict(onehot\_encoder, test\_set[, c("no\_of\_adults","no\_of\_children","no\_of\_weekend\_nights",  
 "no\_of\_week\_nights","type\_of\_meal\_plan",  
 "required\_car\_parking\_space",  
 "room\_type\_reserved","market\_segment\_type",  
 "repeated\_guest","no\_of\_previous\_cancellations",  
 "no\_of\_previous\_bookings\_not\_canceled",  
 "no\_of\_special\_requests","arrival\_season",  
 "arrival\_day")])  
  
test\_set <- cbind(test\_set, onehot\_enc\_test)  
  
  
##### Numerical Features  
  
test\_set[, c("lead\_time", "avg\_price\_per\_room")] <- scale(test\_set[, c("lead\_time", "avg\_price\_per\_room")],  
 center = apply(training\_set[, c("lead\_time", "avg\_price\_per\_room")], 2, mean),  
 scale = apply(training\_set[, c("lead\_time", "avg\_price\_per\_room")], 2, sd))  
training\_set[, c("lead\_time", "avg\_price\_per\_room")] <- scale(training\_set[, c("lead\_time", "avg\_price\_per\_room")])  
  
  
##### Create tensors  
  
train\_col <- ncol(training\_set)  
test\_col <- ncol(test\_set)  
  
training\_features <- array(data = unlist(training\_set[, c(8,14,20:train\_col)]),  
 dim = c(nrow(training\_set), length(c(8,14,20:train\_col))))  
training\_labels <- array(data = unlist(training\_set[, "booking\_status"]),  
 dim = nrow(training\_set))  
  
test\_features <- array(data = unlist(test\_set[, c(8,14,20:test\_col)]),  
 dim = c(nrow(test\_set), length(c(8,14,20:test\_col))))  
test\_labels <- array(data = unlist(test\_set[, "booking\_status"]),  
 dim = nrow(test\_set))

## Feed-forward Dense Neural Network

### Tensorflow Workspace

library(reticulate)

## Warning: package 'reticulate' was built under R version 4.3.2

library(tensorflow)

## Warning: package 'tensorflow' was built under R version 4.3.2

##   
## Attaching package: 'tensorflow'

## The following object is masked from 'package:caret':  
##   
## train

library(keras)

## Warning: package 'keras' was built under R version 4.3.2

use\_virtualenv("my\_tf\_workspace")

### Overfit Model

model <- keras\_model\_sequential(list(  
 layer\_dense(units = 100, activation = "relu"),  
 layer\_dense(units = 100, activation = "relu"),  
 layer\_dense(units = 50, activation = "relu"),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history <- fit(model, training\_features, training\_labels,  
 epochs = 200, batch\_size = 512, validation\_split = 0.33)

## Epoch 1/200  
## 36/36 - 1s - loss: 0.5093 - accuracy: 0.7514 - val\_loss: 0.4530 - val\_accuracy: 0.7857 - 825ms/epoch - 23ms/step  
## Epoch 2/200  
## 36/36 - 0s - loss: 0.4189 - accuracy: 0.8091 - val\_loss: 0.4510 - val\_accuracy: 0.7910 - 123ms/epoch - 3ms/step  
## Epoch 3/200  
## 36/36 - 0s - loss: 0.3965 - accuracy: 0.8225 - val\_loss: 0.4088 - val\_accuracy: 0.8169 - 124ms/epoch - 3ms/step  
## Epoch 4/200  
## 36/36 - 0s - loss: 0.3819 - accuracy: 0.8320 - val\_loss: 0.4048 - val\_accuracy: 0.8151 - 115ms/epoch - 3ms/step  
## Epoch 5/200  
## 36/36 - 0s - loss: 0.3740 - accuracy: 0.8363 - val\_loss: 0.3961 - val\_accuracy: 0.8198 - 118ms/epoch - 3ms/step  
## Epoch 6/200  
## 36/36 - 0s - loss: 0.3643 - accuracy: 0.8405 - val\_loss: 0.3977 - val\_accuracy: 0.8175 - 122ms/epoch - 3ms/step  
## Epoch 7/200  
## 36/36 - 0s - loss: 0.3598 - accuracy: 0.8388 - val\_loss: 0.3870 - val\_accuracy: 0.8211 - 115ms/epoch - 3ms/step  
## Epoch 8/200  
## 36/36 - 0s - loss: 0.3545 - accuracy: 0.8441 - val\_loss: 0.3787 - val\_accuracy: 0.8256 - 122ms/epoch - 3ms/step  
## Epoch 9/200  
## 36/36 - 0s - loss: 0.3498 - accuracy: 0.8452 - val\_loss: 0.3758 - val\_accuracy: 0.8258 - 120ms/epoch - 3ms/step  
## Epoch 10/200  
## 36/36 - 0s - loss: 0.3440 - accuracy: 0.8472 - val\_loss: 0.3978 - val\_accuracy: 0.8157 - 115ms/epoch - 3ms/step  
## Epoch 11/200  
## 36/36 - 0s - loss: 0.3405 - accuracy: 0.8509 - val\_loss: 0.3693 - val\_accuracy: 0.8333 - 120ms/epoch - 3ms/step  
## Epoch 12/200  
## 36/36 - 0s - loss: 0.3371 - accuracy: 0.8514 - val\_loss: 0.3753 - val\_accuracy: 0.8299 - 124ms/epoch - 3ms/step  
## Epoch 13/200  
## 36/36 - 0s - loss: 0.3325 - accuracy: 0.8546 - val\_loss: 0.3635 - val\_accuracy: 0.8390 - 121ms/epoch - 3ms/step  
## Epoch 14/200  
## 36/36 - 0s - loss: 0.3307 - accuracy: 0.8526 - val\_loss: 0.3628 - val\_accuracy: 0.8368 - 123ms/epoch - 3ms/step  
## Epoch 15/200  
## 36/36 - 0s - loss: 0.3252 - accuracy: 0.8568 - val\_loss: 0.3704 - val\_accuracy: 0.8331 - 121ms/epoch - 3ms/step  
## Epoch 16/200  
## 36/36 - 0s - loss: 0.3249 - accuracy: 0.8567 - val\_loss: 0.3572 - val\_accuracy: 0.8410 - 122ms/epoch - 3ms/step  
## Epoch 17/200  
## 36/36 - 0s - loss: 0.3216 - accuracy: 0.8577 - val\_loss: 0.3565 - val\_accuracy: 0.8444 - 136ms/epoch - 4ms/step  
## Epoch 18/200  
## 36/36 - 0s - loss: 0.3164 - accuracy: 0.8624 - val\_loss: 0.3603 - val\_accuracy: 0.8418 - 143ms/epoch - 4ms/step  
## Epoch 19/200  
## 36/36 - 0s - loss: 0.3144 - accuracy: 0.8626 - val\_loss: 0.3577 - val\_accuracy: 0.8411 - 126ms/epoch - 4ms/step  
## Epoch 20/200  
## 36/36 - 0s - loss: 0.3114 - accuracy: 0.8637 - val\_loss: 0.3603 - val\_accuracy: 0.8408 - 126ms/epoch - 4ms/step  
## Epoch 21/200  
## 36/36 - 0s - loss: 0.3083 - accuracy: 0.8656 - val\_loss: 0.3486 - val\_accuracy: 0.8447 - 120ms/epoch - 3ms/step  
## Epoch 22/200  
## 36/36 - 0s - loss: 0.3064 - accuracy: 0.8646 - val\_loss: 0.4006 - val\_accuracy: 0.8240 - 117ms/epoch - 3ms/step  
## Epoch 23/200  
## 36/36 - 0s - loss: 0.3054 - accuracy: 0.8669 - val\_loss: 0.3489 - val\_accuracy: 0.8434 - 124ms/epoch - 3ms/step  
## Epoch 24/200  
## 36/36 - 0s - loss: 0.3016 - accuracy: 0.8699 - val\_loss: 0.3442 - val\_accuracy: 0.8492 - 118ms/epoch - 3ms/step  
## Epoch 25/200  
## 36/36 - 0s - loss: 0.2976 - accuracy: 0.8693 - val\_loss: 0.3495 - val\_accuracy: 0.8434 - 121ms/epoch - 3ms/step  
## Epoch 26/200  
## 36/36 - 0s - loss: 0.2985 - accuracy: 0.8673 - val\_loss: 0.3458 - val\_accuracy: 0.8474 - 121ms/epoch - 3ms/step  
## Epoch 27/200  
## 36/36 - 0s - loss: 0.2942 - accuracy: 0.8718 - val\_loss: 0.3712 - val\_accuracy: 0.8402 - 121ms/epoch - 3ms/step  
## Epoch 28/200  
## 36/36 - 0s - loss: 0.2921 - accuracy: 0.8734 - val\_loss: 0.3472 - val\_accuracy: 0.8492 - 121ms/epoch - 3ms/step  
## Epoch 29/200  
## 36/36 - 0s - loss: 0.2908 - accuracy: 0.8729 - val\_loss: 0.3698 - val\_accuracy: 0.8378 - 119ms/epoch - 3ms/step  
## Epoch 30/200  
## 36/36 - 0s - loss: 0.2877 - accuracy: 0.8759 - val\_loss: 0.3442 - val\_accuracy: 0.8504 - 117ms/epoch - 3ms/step  
## Epoch 31/200  
## 36/36 - 0s - loss: 0.2887 - accuracy: 0.8743 - val\_loss: 0.3465 - val\_accuracy: 0.8447 - 126ms/epoch - 3ms/step  
## Epoch 32/200  
## 36/36 - 0s - loss: 0.2826 - accuracy: 0.8776 - val\_loss: 0.3413 - val\_accuracy: 0.8473 - 127ms/epoch - 4ms/step  
## Epoch 33/200  
## 36/36 - 0s - loss: 0.2793 - accuracy: 0.8795 - val\_loss: 0.3636 - val\_accuracy: 0.8361 - 129ms/epoch - 4ms/step  
## Epoch 34/200  
## 36/36 - 0s - loss: 0.2828 - accuracy: 0.8756 - val\_loss: 0.3623 - val\_accuracy: 0.8460 - 123ms/epoch - 3ms/step  
## Epoch 35/200  
## 36/36 - 0s - loss: 0.2787 - accuracy: 0.8811 - val\_loss: 0.3482 - val\_accuracy: 0.8447 - 117ms/epoch - 3ms/step  
## Epoch 36/200  
## 36/36 - 0s - loss: 0.2770 - accuracy: 0.8798 - val\_loss: 0.3397 - val\_accuracy: 0.8514 - 128ms/epoch - 4ms/step  
## Epoch 37/200  
## 36/36 - 0s - loss: 0.2762 - accuracy: 0.8773 - val\_loss: 0.4110 - val\_accuracy: 0.8256 - 125ms/epoch - 3ms/step  
## Epoch 38/200  
## 36/36 - 0s - loss: 0.2738 - accuracy: 0.8806 - val\_loss: 0.3553 - val\_accuracy: 0.8478 - 118ms/epoch - 3ms/step  
## Epoch 39/200  
## 36/36 - 0s - loss: 0.2736 - accuracy: 0.8802 - val\_loss: 0.3593 - val\_accuracy: 0.8453 - 120ms/epoch - 3ms/step  
## Epoch 40/200  
## 36/36 - 0s - loss: 0.2721 - accuracy: 0.8820 - val\_loss: 0.3436 - val\_accuracy: 0.8541 - 127ms/epoch - 4ms/step  
## Epoch 41/200  
## 36/36 - 0s - loss: 0.2685 - accuracy: 0.8843 - val\_loss: 0.3409 - val\_accuracy: 0.8535 - 118ms/epoch - 3ms/step  
## Epoch 42/200  
## 36/36 - 0s - loss: 0.2682 - accuracy: 0.8847 - val\_loss: 0.3979 - val\_accuracy: 0.8322 - 122ms/epoch - 3ms/step  
## Epoch 43/200  
## 36/36 - 0s - loss: 0.2641 - accuracy: 0.8867 - val\_loss: 0.3400 - val\_accuracy: 0.8523 - 118ms/epoch - 3ms/step  
## Epoch 44/200  
## 36/36 - 0s - loss: 0.2667 - accuracy: 0.8829 - val\_loss: 0.3461 - val\_accuracy: 0.8541 - 118ms/epoch - 3ms/step  
## Epoch 45/200  
## 36/36 - 0s - loss: 0.2667 - accuracy: 0.8838 - val\_loss: 0.3573 - val\_accuracy: 0.8480 - 127ms/epoch - 4ms/step  
## Epoch 46/200  
## 36/36 - 0s - loss: 0.2607 - accuracy: 0.8872 - val\_loss: 0.3581 - val\_accuracy: 0.8425 - 162ms/epoch - 5ms/step  
## Epoch 47/200  
## 36/36 - 0s - loss: 0.2624 - accuracy: 0.8875 - val\_loss: 0.3406 - val\_accuracy: 0.8521 - 117ms/epoch - 3ms/step  
## Epoch 48/200  
## 36/36 - 0s - loss: 0.2581 - accuracy: 0.8888 - val\_loss: 0.3427 - val\_accuracy: 0.8514 - 113ms/epoch - 3ms/step  
## Epoch 49/200  
## 36/36 - 0s - loss: 0.2571 - accuracy: 0.8896 - val\_loss: 0.3407 - val\_accuracy: 0.8524 - 121ms/epoch - 3ms/step  
## Epoch 50/200  
## 36/36 - 0s - loss: 0.2555 - accuracy: 0.8899 - val\_loss: 0.3500 - val\_accuracy: 0.8530 - 119ms/epoch - 3ms/step  
## Epoch 51/200  
## 36/36 - 0s - loss: 0.2576 - accuracy: 0.8879 - val\_loss: 0.3419 - val\_accuracy: 0.8533 - 124ms/epoch - 3ms/step  
## Epoch 52/200  
## 36/36 - 0s - loss: 0.2515 - accuracy: 0.8920 - val\_loss: 0.3510 - val\_accuracy: 0.8502 - 117ms/epoch - 3ms/step  
## Epoch 53/200  
## 36/36 - 0s - loss: 0.2519 - accuracy: 0.8909 - val\_loss: 0.3468 - val\_accuracy: 0.8541 - 128ms/epoch - 4ms/step  
## Epoch 54/200  
## 36/36 - 0s - loss: 0.2517 - accuracy: 0.8923 - val\_loss: 0.3941 - val\_accuracy: 0.8398 - 122ms/epoch - 3ms/step  
## Epoch 55/200  
## 36/36 - 0s - loss: 0.2501 - accuracy: 0.8919 - val\_loss: 0.3714 - val\_accuracy: 0.8411 - 115ms/epoch - 3ms/step  
## Epoch 56/200  
## 36/36 - 0s - loss: 0.2482 - accuracy: 0.8948 - val\_loss: 0.3452 - val\_accuracy: 0.8531 - 120ms/epoch - 3ms/step  
## Epoch 57/200  
## 36/36 - 0s - loss: 0.2495 - accuracy: 0.8921 - val\_loss: 0.3516 - val\_accuracy: 0.8495 - 121ms/epoch - 3ms/step  
## Epoch 58/200  
## 36/36 - 0s - loss: 0.2437 - accuracy: 0.8937 - val\_loss: 0.3837 - val\_accuracy: 0.8417 - 119ms/epoch - 3ms/step  
## Epoch 59/200  
## 36/36 - 0s - loss: 0.2473 - accuracy: 0.8931 - val\_loss: 0.3486 - val\_accuracy: 0.8534 - 121ms/epoch - 3ms/step  
## Epoch 60/200  
## 36/36 - 0s - loss: 0.2444 - accuracy: 0.8958 - val\_loss: 0.3475 - val\_accuracy: 0.8564 - 120ms/epoch - 3ms/step  
## Epoch 61/200  
## 36/36 - 0s - loss: 0.2417 - accuracy: 0.8949 - val\_loss: 0.3427 - val\_accuracy: 0.8583 - 132ms/epoch - 4ms/step  
## Epoch 62/200  
## 36/36 - 0s - loss: 0.2411 - accuracy: 0.8956 - val\_loss: 0.3634 - val\_accuracy: 0.8479 - 124ms/epoch - 3ms/step  
## Epoch 63/200  
## 36/36 - 0s - loss: 0.2420 - accuracy: 0.8942 - val\_loss: 0.3912 - val\_accuracy: 0.8281 - 124ms/epoch - 3ms/step  
## Epoch 64/200  
## 36/36 - 0s - loss: 0.2430 - accuracy: 0.8946 - val\_loss: 0.3516 - val\_accuracy: 0.8528 - 114ms/epoch - 3ms/step  
## Epoch 65/200  
## 36/36 - 0s - loss: 0.2383 - accuracy: 0.8971 - val\_loss: 0.3780 - val\_accuracy: 0.8439 - 118ms/epoch - 3ms/step  
## Epoch 66/200  
## 36/36 - 0s - loss: 0.2369 - accuracy: 0.8983 - val\_loss: 0.3458 - val\_accuracy: 0.8574 - 117ms/epoch - 3ms/step  
## Epoch 67/200  
## 36/36 - 0s - loss: 0.2406 - accuracy: 0.8954 - val\_loss: 0.3507 - val\_accuracy: 0.8557 - 149ms/epoch - 4ms/step  
## Epoch 68/200  
## 36/36 - 0s - loss: 0.2306 - accuracy: 0.8987 - val\_loss: 0.4013 - val\_accuracy: 0.8311 - 149ms/epoch - 4ms/step  
## Epoch 69/200  
## 36/36 - 0s - loss: 0.2361 - accuracy: 0.8986 - val\_loss: 0.3491 - val\_accuracy: 0.8552 - 124ms/epoch - 3ms/step  
## Epoch 70/200  
## 36/36 - 0s - loss: 0.2323 - accuracy: 0.8993 - val\_loss: 0.3948 - val\_accuracy: 0.8410 - 119ms/epoch - 3ms/step  
## Epoch 71/200  
## 36/36 - 0s - loss: 0.2337 - accuracy: 0.9003 - val\_loss: 0.3675 - val\_accuracy: 0.8491 - 121ms/epoch - 3ms/step  
## Epoch 72/200  
## 36/36 - 0s - loss: 0.2319 - accuracy: 0.9003 - val\_loss: 0.3509 - val\_accuracy: 0.8562 - 131ms/epoch - 4ms/step  
## Epoch 73/200  
## 36/36 - 0s - loss: 0.2283 - accuracy: 0.9007 - val\_loss: 0.3569 - val\_accuracy: 0.8553 - 115ms/epoch - 3ms/step  
## Epoch 74/200  
## 36/36 - 0s - loss: 0.2305 - accuracy: 0.8998 - val\_loss: 0.3578 - val\_accuracy: 0.8550 - 122ms/epoch - 3ms/step  
## Epoch 75/200  
## 36/36 - 0s - loss: 0.2277 - accuracy: 0.9019 - val\_loss: 0.3933 - val\_accuracy: 0.8473 - 131ms/epoch - 4ms/step  
## Epoch 76/200  
## 36/36 - 0s - loss: 0.2248 - accuracy: 0.9016 - val\_loss: 0.4149 - val\_accuracy: 0.8245 - 122ms/epoch - 3ms/step  
## Epoch 77/200  
## 36/36 - 0s - loss: 0.2305 - accuracy: 0.8987 - val\_loss: 0.3538 - val\_accuracy: 0.8594 - 128ms/epoch - 4ms/step  
## Epoch 78/200  
## 36/36 - 0s - loss: 0.2235 - accuracy: 0.9052 - val\_loss: 0.4081 - val\_accuracy: 0.8381 - 123ms/epoch - 3ms/step  
## Epoch 79/200  
## 36/36 - 0s - loss: 0.2276 - accuracy: 0.9007 - val\_loss: 0.3585 - val\_accuracy: 0.8537 - 120ms/epoch - 3ms/step  
## Epoch 80/200  
## 36/36 - 0s - loss: 0.2178 - accuracy: 0.9064 - val\_loss: 0.3605 - val\_accuracy: 0.8507 - 131ms/epoch - 4ms/step  
## Epoch 81/200  
## 36/36 - 0s - loss: 0.2235 - accuracy: 0.9023 - val\_loss: 0.4349 - val\_accuracy: 0.8318 - 121ms/epoch - 3ms/step  
## Epoch 82/200  
## 36/36 - 0s - loss: 0.2232 - accuracy: 0.9035 - val\_loss: 0.4332 - val\_accuracy: 0.8332 - 129ms/epoch - 4ms/step  
## Epoch 83/200  
## 36/36 - 0s - loss: 0.2186 - accuracy: 0.9057 - val\_loss: 0.3617 - val\_accuracy: 0.8570 - 126ms/epoch - 3ms/step  
## Epoch 84/200  
## 36/36 - 0s - loss: 0.2173 - accuracy: 0.9059 - val\_loss: 0.3655 - val\_accuracy: 0.8540 - 127ms/epoch - 4ms/step  
## Epoch 85/200  
## 36/36 - 0s - loss: 0.2172 - accuracy: 0.9071 - val\_loss: 0.3675 - val\_accuracy: 0.8515 - 123ms/epoch - 3ms/step  
## Epoch 86/200  
## 36/36 - 0s - loss: 0.2192 - accuracy: 0.9057 - val\_loss: 0.3701 - val\_accuracy: 0.8512 - 128ms/epoch - 4ms/step  
## Epoch 87/200  
## 36/36 - 0s - loss: 0.2180 - accuracy: 0.9065 - val\_loss: 0.4021 - val\_accuracy: 0.8398 - 122ms/epoch - 3ms/step  
## Epoch 88/200  
## 36/36 - 0s - loss: 0.2153 - accuracy: 0.9076 - val\_loss: 0.3997 - val\_accuracy: 0.8444 - 132ms/epoch - 4ms/step  
## Epoch 89/200  
## 36/36 - 0s - loss: 0.2195 - accuracy: 0.9053 - val\_loss: 0.3730 - val\_accuracy: 0.8530 - 121ms/epoch - 3ms/step  
## Epoch 90/200  
## 36/36 - 0s - loss: 0.2145 - accuracy: 0.9078 - val\_loss: 0.3676 - val\_accuracy: 0.8509 - 119ms/epoch - 3ms/step  
## Epoch 91/200  
## 36/36 - 0s - loss: 0.2151 - accuracy: 0.9063 - val\_loss: 0.3839 - val\_accuracy: 0.8535 - 128ms/epoch - 4ms/step  
## Epoch 92/200  
## 36/36 - 0s - loss: 0.2089 - accuracy: 0.9108 - val\_loss: 0.3915 - val\_accuracy: 0.8505 - 120ms/epoch - 3ms/step  
## Epoch 93/200  
## 36/36 - 0s - loss: 0.2161 - accuracy: 0.9052 - val\_loss: 0.3708 - val\_accuracy: 0.8570 - 120ms/epoch - 3ms/step  
## Epoch 94/200  
## 36/36 - 0s - loss: 0.2101 - accuracy: 0.9108 - val\_loss: 0.3778 - val\_accuracy: 0.8475 - 121ms/epoch - 3ms/step  
## Epoch 95/200  
## 36/36 - 0s - loss: 0.2109 - accuracy: 0.9072 - val\_loss: 0.3727 - val\_accuracy: 0.8531 - 374ms/epoch - 10ms/step  
## Epoch 96/200  
## 36/36 - 0s - loss: 0.2071 - accuracy: 0.9123 - val\_loss: 0.3710 - val\_accuracy: 0.8585 - 116ms/epoch - 3ms/step  
## Epoch 97/200  
## 36/36 - 0s - loss: 0.2120 - accuracy: 0.9086 - val\_loss: 0.3720 - val\_accuracy: 0.8569 - 123ms/epoch - 3ms/step  
## Epoch 98/200  
## 36/36 - 0s - loss: 0.2099 - accuracy: 0.9085 - val\_loss: 0.3662 - val\_accuracy: 0.8592 - 125ms/epoch - 3ms/step  
## Epoch 99/200  
## 36/36 - 0s - loss: 0.2091 - accuracy: 0.9102 - val\_loss: 0.3955 - val\_accuracy: 0.8477 - 119ms/epoch - 3ms/step  
## Epoch 100/200  
## 36/36 - 0s - loss: 0.2040 - accuracy: 0.9130 - val\_loss: 0.4177 - val\_accuracy: 0.8453 - 124ms/epoch - 3ms/step  
## Epoch 101/200  
## 36/36 - 0s - loss: 0.2023 - accuracy: 0.9124 - val\_loss: 0.4779 - val\_accuracy: 0.8081 - 117ms/epoch - 3ms/step  
## Epoch 102/200  
## 36/36 - 0s - loss: 0.2048 - accuracy: 0.9124 - val\_loss: 0.3839 - val\_accuracy: 0.8542 - 120ms/epoch - 3ms/step  
## Epoch 103/200  
## 36/36 - 0s - loss: 0.2045 - accuracy: 0.9132 - val\_loss: 0.3732 - val\_accuracy: 0.8552 - 122ms/epoch - 3ms/step  
## Epoch 104/200  
## 36/36 - 0s - loss: 0.2042 - accuracy: 0.9111 - val\_loss: 0.4465 - val\_accuracy: 0.8370 - 117ms/epoch - 3ms/step  
## Epoch 105/200  
## 36/36 - 0s - loss: 0.2046 - accuracy: 0.9106 - val\_loss: 0.4149 - val\_accuracy: 0.8360 - 127ms/epoch - 4ms/step  
## Epoch 106/200  
## 36/36 - 0s - loss: 0.2026 - accuracy: 0.9122 - val\_loss: 0.3849 - val\_accuracy: 0.8594 - 115ms/epoch - 3ms/step  
## Epoch 107/200  
## 36/36 - 0s - loss: 0.1945 - accuracy: 0.9158 - val\_loss: 0.4023 - val\_accuracy: 0.8561 - 120ms/epoch - 3ms/step  
## Epoch 108/200  
## 36/36 - 0s - loss: 0.2036 - accuracy: 0.9109 - val\_loss: 0.3889 - val\_accuracy: 0.8518 - 121ms/epoch - 3ms/step  
## Epoch 109/200  
## 36/36 - 0s - loss: 0.2007 - accuracy: 0.9151 - val\_loss: 0.3842 - val\_accuracy: 0.8559 - 121ms/epoch - 3ms/step  
## Epoch 110/200  
## 36/36 - 0s - loss: 0.1975 - accuracy: 0.9158 - val\_loss: 0.3852 - val\_accuracy: 0.8553 - 117ms/epoch - 3ms/step  
## Epoch 111/200  
## 36/36 - 0s - loss: 0.1994 - accuracy: 0.9128 - val\_loss: 0.4111 - val\_accuracy: 0.8517 - 140ms/epoch - 4ms/step  
## Epoch 112/200  
## 36/36 - 0s - loss: 0.1970 - accuracy: 0.9154 - val\_loss: 0.3820 - val\_accuracy: 0.8536 - 122ms/epoch - 3ms/step  
## Epoch 113/200  
## 36/36 - 0s - loss: 0.1979 - accuracy: 0.9138 - val\_loss: 0.3880 - val\_accuracy: 0.8565 - 120ms/epoch - 3ms/step  
## Epoch 114/200  
## 36/36 - 0s - loss: 0.1943 - accuracy: 0.9170 - val\_loss: 0.3878 - val\_accuracy: 0.8575 - 120ms/epoch - 3ms/step  
## Epoch 115/200  
## 36/36 - 0s - loss: 0.1982 - accuracy: 0.9140 - val\_loss: 0.3855 - val\_accuracy: 0.8586 - 113ms/epoch - 3ms/step  
## Epoch 116/200  
## 36/36 - 0s - loss: 0.1917 - accuracy: 0.9182 - val\_loss: 0.3943 - val\_accuracy: 0.8566 - 125ms/epoch - 3ms/step  
## Epoch 117/200  
## 36/36 - 0s - loss: 0.1964 - accuracy: 0.9150 - val\_loss: 0.4216 - val\_accuracy: 0.8474 - 119ms/epoch - 3ms/step  
## Epoch 118/200  
## 36/36 - 0s - loss: 0.1950 - accuracy: 0.9159 - val\_loss: 0.3960 - val\_accuracy: 0.8533 - 123ms/epoch - 3ms/step  
## Epoch 119/200  
## 36/36 - 0s - loss: 0.1924 - accuracy: 0.9172 - val\_loss: 0.3915 - val\_accuracy: 0.8589 - 124ms/epoch - 3ms/step  
## Epoch 120/200  
## 36/36 - 0s - loss: 0.1945 - accuracy: 0.9170 - val\_loss: 0.3891 - val\_accuracy: 0.8573 - 117ms/epoch - 3ms/step  
## Epoch 121/200  
## 36/36 - 0s - loss: 0.1894 - accuracy: 0.9167 - val\_loss: 0.5043 - val\_accuracy: 0.8309 - 121ms/epoch - 3ms/step  
## Epoch 122/200  
## 36/36 - 0s - loss: 0.1898 - accuracy: 0.9164 - val\_loss: 0.4435 - val\_accuracy: 0.8454 - 121ms/epoch - 3ms/step  
## Epoch 123/200  
## 36/36 - 0s - loss: 0.1910 - accuracy: 0.9197 - val\_loss: 0.4319 - val\_accuracy: 0.8415 - 120ms/epoch - 3ms/step  
## Epoch 124/200  
## 36/36 - 0s - loss: 0.1944 - accuracy: 0.9154 - val\_loss: 0.3903 - val\_accuracy: 0.8553 - 119ms/epoch - 3ms/step  
## Epoch 125/200  
## 36/36 - 0s - loss: 0.1867 - accuracy: 0.9204 - val\_loss: 0.3978 - val\_accuracy: 0.8544 - 118ms/epoch - 3ms/step  
## Epoch 126/200  
## 36/36 - 0s - loss: 0.1856 - accuracy: 0.9203 - val\_loss: 0.4050 - val\_accuracy: 0.8465 - 125ms/epoch - 3ms/step  
## Epoch 127/200  
## 36/36 - 0s - loss: 0.1885 - accuracy: 0.9173 - val\_loss: 0.3988 - val\_accuracy: 0.8523 - 120ms/epoch - 3ms/step  
## Epoch 128/200  
## 36/36 - 0s - loss: 0.1878 - accuracy: 0.9189 - val\_loss: 0.4075 - val\_accuracy: 0.8517 - 123ms/epoch - 3ms/step  
## Epoch 129/200  
## 36/36 - 0s - loss: 0.1842 - accuracy: 0.9212 - val\_loss: 0.4281 - val\_accuracy: 0.8439 - 121ms/epoch - 3ms/step  
## Epoch 130/200  
## 36/36 - 0s - loss: 0.1887 - accuracy: 0.9194 - val\_loss: 0.4172 - val\_accuracy: 0.8567 - 113ms/epoch - 3ms/step  
## Epoch 131/200  
## 36/36 - 0s - loss: 0.1815 - accuracy: 0.9195 - val\_loss: 0.4045 - val\_accuracy: 0.8521 - 123ms/epoch - 3ms/step  
## Epoch 132/200  
## 36/36 - 0s - loss: 0.1822 - accuracy: 0.9212 - val\_loss: 0.4431 - val\_accuracy: 0.8447 - 125ms/epoch - 3ms/step  
## Epoch 133/200  
## 36/36 - 0s - loss: 0.1870 - accuracy: 0.9187 - val\_loss: 0.4812 - val\_accuracy: 0.8398 - 116ms/epoch - 3ms/step  
## Epoch 134/200  
## 36/36 - 0s - loss: 0.1810 - accuracy: 0.9238 - val\_loss: 0.4036 - val\_accuracy: 0.8551 - 123ms/epoch - 3ms/step  
## Epoch 135/200  
## 36/36 - 0s - loss: 0.1847 - accuracy: 0.9210 - val\_loss: 0.4692 - val\_accuracy: 0.8291 - 123ms/epoch - 3ms/step  
## Epoch 136/200  
## 36/36 - 0s - loss: 0.1828 - accuracy: 0.9224 - val\_loss: 0.5117 - val\_accuracy: 0.8067 - 112ms/epoch - 3ms/step  
## Epoch 137/200  
## 36/36 - 0s - loss: 0.1889 - accuracy: 0.9173 - val\_loss: 0.4056 - val\_accuracy: 0.8564 - 126ms/epoch - 3ms/step  
## Epoch 138/200  
## 36/36 - 0s - loss: 0.1770 - accuracy: 0.9255 - val\_loss: 0.4264 - val\_accuracy: 0.8546 - 123ms/epoch - 3ms/step  
## Epoch 139/200  
## 36/36 - 0s - loss: 0.1818 - accuracy: 0.9211 - val\_loss: 0.5006 - val\_accuracy: 0.8366 - 117ms/epoch - 3ms/step  
## Epoch 140/200  
## 36/36 - 0s - loss: 0.1792 - accuracy: 0.9255 - val\_loss: 0.4563 - val\_accuracy: 0.8352 - 125ms/epoch - 3ms/step  
## Epoch 141/200  
## 36/36 - 0s - loss: 0.1804 - accuracy: 0.9211 - val\_loss: 0.4428 - val\_accuracy: 0.8511 - 122ms/epoch - 3ms/step  
## Epoch 142/200  
## 36/36 - 0s - loss: 0.1778 - accuracy: 0.9240 - val\_loss: 0.4162 - val\_accuracy: 0.8580 - 125ms/epoch - 3ms/step  
## Epoch 143/200  
## 36/36 - 0s - loss: 0.1718 - accuracy: 0.9255 - val\_loss: 0.4255 - val\_accuracy: 0.8506 - 124ms/epoch - 3ms/step  
## Epoch 144/200  
## 36/36 - 0s - loss: 0.1803 - accuracy: 0.9221 - val\_loss: 0.4758 - val\_accuracy: 0.8431 - 137ms/epoch - 4ms/step  
## Epoch 145/200  
## 36/36 - 0s - loss: 0.1772 - accuracy: 0.9241 - val\_loss: 0.4173 - val\_accuracy: 0.8553 - 124ms/epoch - 3ms/step  
## Epoch 146/200  
## 36/36 - 0s - loss: 0.1780 - accuracy: 0.9238 - val\_loss: 0.4436 - val\_accuracy: 0.8361 - 125ms/epoch - 3ms/step  
## Epoch 147/200  
## 36/36 - 0s - loss: 0.1766 - accuracy: 0.9249 - val\_loss: 0.4200 - val\_accuracy: 0.8552 - 125ms/epoch - 3ms/step  
## Epoch 148/200  
## 36/36 - 0s - loss: 0.1730 - accuracy: 0.9262 - val\_loss: 0.4494 - val\_accuracy: 0.8410 - 149ms/epoch - 4ms/step  
## Epoch 149/200  
## 36/36 - 0s - loss: 0.1794 - accuracy: 0.9226 - val\_loss: 0.4440 - val\_accuracy: 0.8473 - 146ms/epoch - 4ms/step  
## Epoch 150/200  
## 36/36 - 0s - loss: 0.1783 - accuracy: 0.9217 - val\_loss: 0.4118 - val\_accuracy: 0.8560 - 147ms/epoch - 4ms/step  
## Epoch 151/200  
## 36/36 - 0s - loss: 0.1702 - accuracy: 0.9275 - val\_loss: 0.4248 - val\_accuracy: 0.8552 - 121ms/epoch - 3ms/step  
## Epoch 152/200  
## 36/36 - 0s - loss: 0.1750 - accuracy: 0.9244 - val\_loss: 0.4386 - val\_accuracy: 0.8459 - 159ms/epoch - 4ms/step  
## Epoch 153/200  
## 36/36 - 0s - loss: 0.1690 - accuracy: 0.9298 - val\_loss: 0.4408 - val\_accuracy: 0.8489 - 143ms/epoch - 4ms/step  
## Epoch 154/200  
## 36/36 - 0s - loss: 0.1787 - accuracy: 0.9238 - val\_loss: 0.4225 - val\_accuracy: 0.8562 - 143ms/epoch - 4ms/step  
## Epoch 155/200  
## 36/36 - 0s - loss: 0.1678 - accuracy: 0.9275 - val\_loss: 0.4309 - val\_accuracy: 0.8504 - 126ms/epoch - 3ms/step  
## Epoch 156/200  
## 36/36 - 0s - loss: 0.1715 - accuracy: 0.9268 - val\_loss: 0.4204 - val\_accuracy: 0.8556 - 122ms/epoch - 3ms/step  
## Epoch 157/200  
## 36/36 - 0s - loss: 0.1698 - accuracy: 0.9277 - val\_loss: 0.4429 - val\_accuracy: 0.8483 - 153ms/epoch - 4ms/step  
## Epoch 158/200  
## 36/36 - 0s - loss: 0.1674 - accuracy: 0.9278 - val\_loss: 0.4610 - val\_accuracy: 0.8399 - 136ms/epoch - 4ms/step  
## Epoch 159/200  
## 36/36 - 0s - loss: 0.1695 - accuracy: 0.9290 - val\_loss: 0.4319 - val\_accuracy: 0.8571 - 130ms/epoch - 4ms/step  
## Epoch 160/200  
## 36/36 - 0s - loss: 0.1705 - accuracy: 0.9282 - val\_loss: 0.4346 - val\_accuracy: 0.8584 - 132ms/epoch - 4ms/step  
## Epoch 161/200  
## 36/36 - 0s - loss: 0.1736 - accuracy: 0.9255 - val\_loss: 0.4292 - val\_accuracy: 0.8577 - 122ms/epoch - 3ms/step  
## Epoch 162/200  
## 36/36 - 0s - loss: 0.1650 - accuracy: 0.9300 - val\_loss: 0.6289 - val\_accuracy: 0.8090 - 119ms/epoch - 3ms/step  
## Epoch 163/200  
## 36/36 - 0s - loss: 0.1695 - accuracy: 0.9287 - val\_loss: 0.4311 - val\_accuracy: 0.8514 - 121ms/epoch - 3ms/step  
## Epoch 164/200  
## 36/36 - 0s - loss: 0.1680 - accuracy: 0.9290 - val\_loss: 0.4554 - val\_accuracy: 0.8533 - 118ms/epoch - 3ms/step  
## Epoch 165/200  
## 36/36 - 0s - loss: 0.1668 - accuracy: 0.9277 - val\_loss: 0.4612 - val\_accuracy: 0.8551 - 124ms/epoch - 3ms/step  
## Epoch 166/200  
## 36/36 - 0s - loss: 0.1654 - accuracy: 0.9304 - val\_loss: 0.5097 - val\_accuracy: 0.8226 - 123ms/epoch - 3ms/step  
## Epoch 167/200  
## 36/36 - 0s - loss: 0.1739 - accuracy: 0.9251 - val\_loss: 0.4414 - val\_accuracy: 0.8574 - 127ms/epoch - 4ms/step  
## Epoch 168/200  
## 36/36 - 0s - loss: 0.1638 - accuracy: 0.9307 - val\_loss: 0.4498 - val\_accuracy: 0.8472 - 127ms/epoch - 4ms/step  
## Epoch 169/200  
## 36/36 - 0s - loss: 0.1660 - accuracy: 0.9297 - val\_loss: 0.4444 - val\_accuracy: 0.8523 - 120ms/epoch - 3ms/step  
## Epoch 170/200  
## 36/36 - 0s - loss: 0.1629 - accuracy: 0.9291 - val\_loss: 0.4414 - val\_accuracy: 0.8589 - 123ms/epoch - 3ms/step  
## Epoch 171/200  
## 36/36 - 0s - loss: 0.1659 - accuracy: 0.9270 - val\_loss: 0.4586 - val\_accuracy: 0.8551 - 124ms/epoch - 3ms/step  
## Epoch 172/200  
## 36/36 - 0s - loss: 0.1662 - accuracy: 0.9292 - val\_loss: 0.4488 - val\_accuracy: 0.8491 - 126ms/epoch - 4ms/step  
## Epoch 173/200  
## 36/36 - 0s - loss: 0.1587 - accuracy: 0.9321 - val\_loss: 0.4830 - val\_accuracy: 0.8376 - 121ms/epoch - 3ms/step  
## Epoch 174/200  
## 36/36 - 0s - loss: 0.1615 - accuracy: 0.9312 - val\_loss: 0.4739 - val\_accuracy: 0.8419 - 125ms/epoch - 3ms/step  
## Epoch 175/200  
## 36/36 - 0s - loss: 0.1655 - accuracy: 0.9282 - val\_loss: 0.4493 - val\_accuracy: 0.8548 - 128ms/epoch - 4ms/step  
## Epoch 176/200  
## 36/36 - 0s - loss: 0.1609 - accuracy: 0.9312 - val\_loss: 0.5351 - val\_accuracy: 0.8394 - 127ms/epoch - 4ms/step  
## Epoch 177/200  
## 36/36 - 0s - loss: 0.1648 - accuracy: 0.9303 - val\_loss: 0.4550 - val\_accuracy: 0.8557 - 124ms/epoch - 3ms/step  
## Epoch 178/200  
## 36/36 - 0s - loss: 0.1614 - accuracy: 0.9329 - val\_loss: 0.4500 - val\_accuracy: 0.8571 - 137ms/epoch - 4ms/step  
## Epoch 179/200  
## 36/36 - 0s - loss: 0.1596 - accuracy: 0.9312 - val\_loss: 0.4790 - val\_accuracy: 0.8439 - 122ms/epoch - 3ms/step  
## Epoch 180/200  
## 36/36 - 0s - loss: 0.1629 - accuracy: 0.9309 - val\_loss: 0.4894 - val\_accuracy: 0.8482 - 124ms/epoch - 3ms/step  
## Epoch 181/200  
## 36/36 - 0s - loss: 0.1561 - accuracy: 0.9343 - val\_loss: 0.5617 - val\_accuracy: 0.8386 - 118ms/epoch - 3ms/step  
## Epoch 182/200  
## 36/36 - 0s - loss: 0.1585 - accuracy: 0.9326 - val\_loss: 0.4670 - val\_accuracy: 0.8470 - 131ms/epoch - 4ms/step  
## Epoch 183/200  
## 36/36 - 0s - loss: 0.1629 - accuracy: 0.9309 - val\_loss: 0.4536 - val\_accuracy: 0.8493 - 123ms/epoch - 3ms/step  
## Epoch 184/200  
## 36/36 - 0s - loss: 0.1570 - accuracy: 0.9332 - val\_loss: 0.4794 - val\_accuracy: 0.8562 - 129ms/epoch - 4ms/step  
## Epoch 185/200  
## 36/36 - 0s - loss: 0.1562 - accuracy: 0.9339 - val\_loss: 0.4711 - val\_accuracy: 0.8562 - 116ms/epoch - 3ms/step  
## Epoch 186/200  
## 36/36 - 0s - loss: 0.1566 - accuracy: 0.9331 - val\_loss: 0.4575 - val\_accuracy: 0.8553 - 125ms/epoch - 3ms/step  
## Epoch 187/200  
## 36/36 - 0s - loss: 0.1597 - accuracy: 0.9314 - val\_loss: 0.4570 - val\_accuracy: 0.8485 - 120ms/epoch - 3ms/step  
## Epoch 188/200  
## 36/36 - 0s - loss: 0.1517 - accuracy: 0.9371 - val\_loss: 0.5102 - val\_accuracy: 0.8385 - 118ms/epoch - 3ms/step  
## Epoch 189/200  
## 36/36 - 0s - loss: 0.1615 - accuracy: 0.9302 - val\_loss: 0.4672 - val\_accuracy: 0.8491 - 143ms/epoch - 4ms/step  
## Epoch 190/200  
## 36/36 - 0s - loss: 0.1568 - accuracy: 0.9339 - val\_loss: 0.4606 - val\_accuracy: 0.8537 - 151ms/epoch - 4ms/step  
## Epoch 191/200  
## 36/36 - 0s - loss: 0.1529 - accuracy: 0.9353 - val\_loss: 0.4682 - val\_accuracy: 0.8507 - 133ms/epoch - 4ms/step  
## Epoch 192/200  
## 36/36 - 0s - loss: 0.1565 - accuracy: 0.9325 - val\_loss: 0.4668 - val\_accuracy: 0.8571 - 128ms/epoch - 4ms/step  
## Epoch 193/200  
## 36/36 - 0s - loss: 0.1524 - accuracy: 0.9358 - val\_loss: 0.4660 - val\_accuracy: 0.8560 - 117ms/epoch - 3ms/step  
## Epoch 194/200  
## 36/36 - 0s - loss: 0.1536 - accuracy: 0.9342 - val\_loss: 0.4620 - val\_accuracy: 0.8574 - 127ms/epoch - 4ms/step  
## Epoch 195/200  
## 36/36 - 0s - loss: 0.1573 - accuracy: 0.9320 - val\_loss: 0.4638 - val\_accuracy: 0.8571 - 124ms/epoch - 3ms/step  
## Epoch 196/200  
## 36/36 - 0s - loss: 0.1487 - accuracy: 0.9381 - val\_loss: 0.5101 - val\_accuracy: 0.8346 - 118ms/epoch - 3ms/step  
## Epoch 197/200  
## 36/36 - 0s - loss: 0.1564 - accuracy: 0.9319 - val\_loss: 0.4725 - val\_accuracy: 0.8534 - 123ms/epoch - 3ms/step  
## Epoch 198/200  
## 36/36 - 0s - loss: 0.1531 - accuracy: 0.9344 - val\_loss: 0.4848 - val\_accuracy: 0.8564 - 127ms/epoch - 4ms/step  
## Epoch 199/200  
## 36/36 - 0s - loss: 0.1534 - accuracy: 0.9351 - val\_loss: 0.5018 - val\_accuracy: 0.8408 - 121ms/epoch - 3ms/step  
## Epoch 200/200  
## 36/36 - 0s - loss: 0.1510 - accuracy: 0.9376 - val\_loss: 0.4819 - val\_accuracy: 0.8522 - 129ms/epoch - 4ms/step

plot(history)
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### First generalized model

model <- keras\_model\_sequential(list(  
 layer\_dense(units = 100, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 100, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 50, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history <- fit(model, training\_features, training\_labels,  
 epochs = 50, batch\_size = 512, validation\_split = 0.33,  
 callbacks = list(callback\_early\_stopping(patience = 2)))

## Epoch 1/50  
## 36/36 - 1s - loss: 1.1999 - accuracy: 0.6289 - val\_loss: 1.0305 - val\_accuracy: 0.7421 - 1s/epoch - 35ms/step  
## Epoch 2/50  
## 36/36 - 0s - loss: 1.0129 - accuracy: 0.7085 - val\_loss: 0.9614 - val\_accuracy: 0.7243 - 206ms/epoch - 6ms/step  
## Epoch 3/50  
## 36/36 - 0s - loss: 0.9136 - accuracy: 0.7472 - val\_loss: 0.9061 - val\_accuracy: 0.7122 - 191ms/epoch - 5ms/step  
## Epoch 4/50  
## 36/36 - 0s - loss: 0.8297 - accuracy: 0.7746 - val\_loss: 0.8522 - val\_accuracy: 0.7182 - 202ms/epoch - 6ms/step  
## Epoch 5/50  
## 36/36 - 0s - loss: 0.7672 - accuracy: 0.7854 - val\_loss: 0.8001 - val\_accuracy: 0.7331 - 200ms/epoch - 6ms/step  
## Epoch 6/50  
## 36/36 - 0s - loss: 0.7125 - accuracy: 0.7933 - val\_loss: 0.7536 - val\_accuracy: 0.7400 - 193ms/epoch - 5ms/step  
## Epoch 7/50  
## 36/36 - 0s - loss: 0.6642 - accuracy: 0.8041 - val\_loss: 0.7038 - val\_accuracy: 0.7548 - 199ms/epoch - 6ms/step  
## Epoch 8/50  
## 36/36 - 0s - loss: 0.6227 - accuracy: 0.8087 - val\_loss: 0.6628 - val\_accuracy: 0.7689 - 199ms/epoch - 6ms/step  
## Epoch 9/50  
## 36/36 - 0s - loss: 0.5913 - accuracy: 0.8107 - val\_loss: 0.6233 - val\_accuracy: 0.7758 - 189ms/epoch - 5ms/step  
## Epoch 10/50  
## 36/36 - 0s - loss: 0.5622 - accuracy: 0.8164 - val\_loss: 0.5993 - val\_accuracy: 0.7769 - 200ms/epoch - 6ms/step  
## Epoch 11/50  
## 36/36 - 0s - loss: 0.5343 - accuracy: 0.8207 - val\_loss: 0.5687 - val\_accuracy: 0.7829 - 194ms/epoch - 5ms/step  
## Epoch 12/50  
## 36/36 - 0s - loss: 0.5170 - accuracy: 0.8176 - val\_loss: 0.5487 - val\_accuracy: 0.7875 - 227ms/epoch - 6ms/step  
## Epoch 13/50  
## 36/36 - 0s - loss: 0.4960 - accuracy: 0.8234 - val\_loss: 0.5286 - val\_accuracy: 0.7890 - 194ms/epoch - 5ms/step  
## Epoch 14/50  
## 36/36 - 0s - loss: 0.4820 - accuracy: 0.8239 - val\_loss: 0.5054 - val\_accuracy: 0.8019 - 197ms/epoch - 5ms/step  
## Epoch 15/50  
## 36/36 - 0s - loss: 0.4691 - accuracy: 0.8263 - val\_loss: 0.4972 - val\_accuracy: 0.7960 - 208ms/epoch - 6ms/step  
## Epoch 16/50  
## 36/36 - 0s - loss: 0.4578 - accuracy: 0.8245 - val\_loss: 0.4828 - val\_accuracy: 0.8104 - 192ms/epoch - 5ms/step  
## Epoch 17/50  
## 36/36 - 0s - loss: 0.4476 - accuracy: 0.8328 - val\_loss: 0.4660 - val\_accuracy: 0.8163 - 195ms/epoch - 5ms/step  
## Epoch 18/50  
## 36/36 - 0s - loss: 0.4397 - accuracy: 0.8308 - val\_loss: 0.4580 - val\_accuracy: 0.8137 - 194ms/epoch - 5ms/step  
## Epoch 19/50  
## 36/36 - 0s - loss: 0.4324 - accuracy: 0.8318 - val\_loss: 0.4472 - val\_accuracy: 0.8208 - 203ms/epoch - 6ms/step  
## Epoch 20/50  
## 36/36 - 0s - loss: 0.4236 - accuracy: 0.8348 - val\_loss: 0.4339 - val\_accuracy: 0.8269 - 198ms/epoch - 6ms/step  
## Epoch 21/50  
## 36/36 - 0s - loss: 0.4197 - accuracy: 0.8349 - val\_loss: 0.4304 - val\_accuracy: 0.8298 - 195ms/epoch - 5ms/step  
## Epoch 22/50  
## 36/36 - 0s - loss: 0.4162 - accuracy: 0.8349 - val\_loss: 0.4258 - val\_accuracy: 0.8264 - 195ms/epoch - 5ms/step  
## Epoch 23/50  
## 36/36 - 0s - loss: 0.4059 - accuracy: 0.8393 - val\_loss: 0.4215 - val\_accuracy: 0.8195 - 191ms/epoch - 5ms/step  
## Epoch 24/50  
## 36/36 - 0s - loss: 0.4075 - accuracy: 0.8371 - val\_loss: 0.4153 - val\_accuracy: 0.8262 - 194ms/epoch - 5ms/step  
## Epoch 25/50  
## 36/36 - 0s - loss: 0.4003 - accuracy: 0.8394 - val\_loss: 0.4091 - val\_accuracy: 0.8329 - 211ms/epoch - 6ms/step  
## Epoch 26/50  
## 36/36 - 0s - loss: 0.3954 - accuracy: 0.8420 - val\_loss: 0.4027 - val\_accuracy: 0.8359 - 193ms/epoch - 5ms/step  
## Epoch 27/50  
## 36/36 - 0s - loss: 0.3945 - accuracy: 0.8408 - val\_loss: 0.4081 - val\_accuracy: 0.8323 - 199ms/epoch - 6ms/step  
## Epoch 28/50  
## 36/36 - 0s - loss: 0.3952 - accuracy: 0.8408 - val\_loss: 0.4042 - val\_accuracy: 0.8338 - 207ms/epoch - 6ms/step

plot(history)
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### Evaluate generalized model

predictions <- predict(model, test\_features)

## 284/284 - 0s - 295ms/epoch - 1ms/step

test\_set$p\_prob <- predictions[, 1]

#### ROC curve

roc\_data <- data.frame(threshold=seq(1,0,-0.01), fpr=0, tpr=0)  
for (i in roc\_data$threshold) {  
   
 over\_threshold <- test\_set[test\_set$p\_prob >= i, ]  
   
 fpr <- sum(over\_threshold$booking\_status==0)/sum(test\_set$booking\_status==0)  
 roc\_data[roc\_data$threshold==i, "fpr"] <- fpr  
   
 tpr <- sum(over\_threshold$booking\_status==1)/sum(test\_set$booking\_status==1)  
 roc\_data[roc\_data$threshold==i, "tpr"] <- tpr  
   
}  
  
ggplot() +  
 geom\_line(data = roc\_data, aes(x=fpr, y=tpr, color = threshold), size = 2) +  
 scale\_color\_gradientn(colors = rainbow(3)) +  
 geom\_abline(intercept = 0, slope = 1, lty = 2) +  
 geom\_point(data = roc\_data[seq(1, 101, 10), ], aes(x = fpr, y =tpr)) +  
 geom\_text(data = roc\_data[seq(1, 101, 10), ],  
 aes(x = fpr, y = tpr, label = threshold, hjust = 1.2, vjust = -0.2))

## Warning: Using `size` aesthetic for lines was deprecated in ggplot2 3.4.0.  
## ℹ Please use `linewidth` instead.  
## This warning is displayed once every 8 hours.  
## Call `lifecycle::last\_lifecycle\_warnings()` to see where this warning was  
## generated.
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#### AUC

auc <- auc(x = roc\_data$fpr, y = roc\_data$tpr, type = "spline")

## Warning in regularize.values(x, y, ties, missing(ties)): collapsing to unique  
## 'x' values

auc

## [1] 0.9125296

#### Calibration Curve

calibration\_data <- data.frame(bin\_midpoint=seq(0.05, 0.95, 0.1),  
 observed\_event\_percentage=0)  
for (i in seq(0.05,0.95,0.1)) {  
   
 in\_interval <- test\_set[test\_set$p\_prob >= (i-0.05) & test\_set$p\_prob <= (i+0.05), ]  
 oep <- nrow(in\_interval[in\_interval$booking\_status==1, ])/nrow(in\_interval)  
 calibration\_data[calibration\_data$bin\_midpoint==i, "observed\_event\_percentage"] <- oep  
   
}  
  
ggplot(data = calibration\_data, aes(x = bin\_midpoint, y = observed\_event\_percentage)) +  
 geom\_line(size = 1) +  
 geom\_abline(intercept = 0, slope = 1, lty = 2) +  
 geom\_point(size = 2) +  
 geom\_text(aes(label = bin\_midpoint), hjust = 0.75, vjust = -0.5)
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### Model that Fails to Overfit

model\_small <- keras\_model\_sequential(list(  
 layer\_dense(units = 75, activation = "relu"),  
 layer\_dense(units = 37, activation = "relu"),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model\_small,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history\_small <- fit(model\_small, training\_features, training\_labels,  
 epochs = 200, batch\_size = 512, validation\_split = 0.33)

## Epoch 1/200  
## 36/36 - 1s - loss: 0.5458 - accuracy: 0.7441 - val\_loss: 0.4845 - val\_accuracy: 0.7763 - 592ms/epoch - 16ms/step  
## Epoch 2/200  
## 36/36 - 0s - loss: 0.4476 - accuracy: 0.7971 - val\_loss: 0.4471 - val\_accuracy: 0.7949 - 104ms/epoch - 3ms/step  
## Epoch 3/200  
## 36/36 - 0s - loss: 0.4151 - accuracy: 0.8145 - val\_loss: 0.4295 - val\_accuracy: 0.8031 - 99ms/epoch - 3ms/step  
## Epoch 4/200  
## 36/36 - 0s - loss: 0.4018 - accuracy: 0.8196 - val\_loss: 0.4183 - val\_accuracy: 0.8142 - 103ms/epoch - 3ms/step  
## Epoch 5/200  
## 36/36 - 0s - loss: 0.3922 - accuracy: 0.8245 - val\_loss: 0.4156 - val\_accuracy: 0.8079 - 100ms/epoch - 3ms/step  
## Epoch 6/200  
## 36/36 - 0s - loss: 0.3855 - accuracy: 0.8298 - val\_loss: 0.4060 - val\_accuracy: 0.8184 - 96ms/epoch - 3ms/step  
## Epoch 7/200  
## 36/36 - 0s - loss: 0.3800 - accuracy: 0.8320 - val\_loss: 0.4032 - val\_accuracy: 0.8188 - 101ms/epoch - 3ms/step  
## Epoch 8/200  
## 36/36 - 0s - loss: 0.3747 - accuracy: 0.8337 - val\_loss: 0.3999 - val\_accuracy: 0.8193 - 98ms/epoch - 3ms/step  
## Epoch 9/200  
## 36/36 - 0s - loss: 0.3705 - accuracy: 0.8375 - val\_loss: 0.3945 - val\_accuracy: 0.8243 - 96ms/epoch - 3ms/step  
## Epoch 10/200  
## 36/36 - 0s - loss: 0.3667 - accuracy: 0.8383 - val\_loss: 0.3910 - val\_accuracy: 0.8287 - 95ms/epoch - 3ms/step  
## Epoch 11/200  
## 36/36 - 0s - loss: 0.3639 - accuracy: 0.8405 - val\_loss: 0.3936 - val\_accuracy: 0.8201 - 99ms/epoch - 3ms/step  
## Epoch 12/200  
## 36/36 - 0s - loss: 0.3602 - accuracy: 0.8417 - val\_loss: 0.3856 - val\_accuracy: 0.8281 - 97ms/epoch - 3ms/step  
## Epoch 13/200  
## 36/36 - 0s - loss: 0.3578 - accuracy: 0.8420 - val\_loss: 0.3901 - val\_accuracy: 0.8227 - 108ms/epoch - 3ms/step  
## Epoch 14/200  
## 36/36 - 0s - loss: 0.3552 - accuracy: 0.8428 - val\_loss: 0.3811 - val\_accuracy: 0.8301 - 100ms/epoch - 3ms/step  
## Epoch 15/200  
## 36/36 - 0s - loss: 0.3522 - accuracy: 0.8448 - val\_loss: 0.3812 - val\_accuracy: 0.8265 - 105ms/epoch - 3ms/step  
## Epoch 16/200  
## 36/36 - 0s - loss: 0.3494 - accuracy: 0.8463 - val\_loss: 0.3802 - val\_accuracy: 0.8295 - 101ms/epoch - 3ms/step  
## Epoch 17/200  
## 36/36 - 0s - loss: 0.3470 - accuracy: 0.8467 - val\_loss: 0.3809 - val\_accuracy: 0.8259 - 94ms/epoch - 3ms/step  
## Epoch 18/200  
## 36/36 - 0s - loss: 0.3448 - accuracy: 0.8499 - val\_loss: 0.3765 - val\_accuracy: 0.8309 - 101ms/epoch - 3ms/step  
## Epoch 19/200  
## 36/36 - 0s - loss: 0.3433 - accuracy: 0.8477 - val\_loss: 0.3746 - val\_accuracy: 0.8299 - 97ms/epoch - 3ms/step  
## Epoch 20/200  
## 36/36 - 0s - loss: 0.3410 - accuracy: 0.8490 - val\_loss: 0.3712 - val\_accuracy: 0.8330 - 98ms/epoch - 3ms/step  
## Epoch 21/200  
## 36/36 - 0s - loss: 0.3386 - accuracy: 0.8496 - val\_loss: 0.3690 - val\_accuracy: 0.8352 - 102ms/epoch - 3ms/step  
## Epoch 22/200  
## 36/36 - 0s - loss: 0.3374 - accuracy: 0.8495 - val\_loss: 0.3881 - val\_accuracy: 0.8206 - 101ms/epoch - 3ms/step  
## Epoch 23/200  
## 36/36 - 0s - loss: 0.3352 - accuracy: 0.8519 - val\_loss: 0.3767 - val\_accuracy: 0.8295 - 101ms/epoch - 3ms/step  
## Epoch 24/200  
## 36/36 - 0s - loss: 0.3327 - accuracy: 0.8524 - val\_loss: 0.3818 - val\_accuracy: 0.8249 - 96ms/epoch - 3ms/step  
## Epoch 25/200  
## 36/36 - 0s - loss: 0.3308 - accuracy: 0.8552 - val\_loss: 0.3678 - val\_accuracy: 0.8348 - 111ms/epoch - 3ms/step  
## Epoch 26/200  
## 36/36 - 0s - loss: 0.3294 - accuracy: 0.8564 - val\_loss: 0.3652 - val\_accuracy: 0.8352 - 100ms/epoch - 3ms/step  
## Epoch 27/200  
## 36/36 - 0s - loss: 0.3283 - accuracy: 0.8554 - val\_loss: 0.3635 - val\_accuracy: 0.8368 - 98ms/epoch - 3ms/step  
## Epoch 28/200  
## 36/36 - 0s - loss: 0.3265 - accuracy: 0.8557 - val\_loss: 0.3643 - val\_accuracy: 0.8347 - 102ms/epoch - 3ms/step  
## Epoch 29/200  
## 36/36 - 0s - loss: 0.3244 - accuracy: 0.8574 - val\_loss: 0.3603 - val\_accuracy: 0.8409 - 103ms/epoch - 3ms/step  
## Epoch 30/200  
## 36/36 - 0s - loss: 0.3233 - accuracy: 0.8585 - val\_loss: 0.3604 - val\_accuracy: 0.8408 - 95ms/epoch - 3ms/step  
## Epoch 31/200  
## 36/36 - 0s - loss: 0.3218 - accuracy: 0.8598 - val\_loss: 0.3655 - val\_accuracy: 0.8342 - 101ms/epoch - 3ms/step  
## Epoch 32/200  
## 36/36 - 0s - loss: 0.3204 - accuracy: 0.8589 - val\_loss: 0.3632 - val\_accuracy: 0.8367 - 99ms/epoch - 3ms/step  
## Epoch 33/200  
## 36/36 - 0s - loss: 0.3185 - accuracy: 0.8600 - val\_loss: 0.3648 - val\_accuracy: 0.8387 - 104ms/epoch - 3ms/step  
## Epoch 34/200  
## 36/36 - 0s - loss: 0.3182 - accuracy: 0.8614 - val\_loss: 0.3649 - val\_accuracy: 0.8378 - 99ms/epoch - 3ms/step  
## Epoch 35/200  
## 36/36 - 0s - loss: 0.3159 - accuracy: 0.8619 - val\_loss: 0.3587 - val\_accuracy: 0.8423 - 103ms/epoch - 3ms/step  
## Epoch 36/200  
## 36/36 - 0s - loss: 0.3144 - accuracy: 0.8619 - val\_loss: 0.3588 - val\_accuracy: 0.8401 - 99ms/epoch - 3ms/step  
## Epoch 37/200  
## 36/36 - 0s - loss: 0.3135 - accuracy: 0.8623 - val\_loss: 0.3547 - val\_accuracy: 0.8414 - 98ms/epoch - 3ms/step  
## Epoch 38/200  
## 36/36 - 0s - loss: 0.3131 - accuracy: 0.8628 - val\_loss: 0.3588 - val\_accuracy: 0.8411 - 98ms/epoch - 3ms/step  
## Epoch 39/200  
## 36/36 - 0s - loss: 0.3122 - accuracy: 0.8624 - val\_loss: 0.3571 - val\_accuracy: 0.8416 - 101ms/epoch - 3ms/step  
## Epoch 40/200  
## 36/36 - 0s - loss: 0.3090 - accuracy: 0.8650 - val\_loss: 0.3634 - val\_accuracy: 0.8372 - 95ms/epoch - 3ms/step  
## Epoch 41/200  
## 36/36 - 0s - loss: 0.3091 - accuracy: 0.8633 - val\_loss: 0.3583 - val\_accuracy: 0.8402 - 92ms/epoch - 3ms/step  
## Epoch 42/200  
## 36/36 - 0s - loss: 0.3078 - accuracy: 0.8654 - val\_loss: 0.3592 - val\_accuracy: 0.8369 - 99ms/epoch - 3ms/step  
## Epoch 43/200  
## 36/36 - 0s - loss: 0.3066 - accuracy: 0.8661 - val\_loss: 0.3554 - val\_accuracy: 0.8412 - 96ms/epoch - 3ms/step  
## Epoch 44/200  
## 36/36 - 0s - loss: 0.3066 - accuracy: 0.8659 - val\_loss: 0.3637 - val\_accuracy: 0.8360 - 96ms/epoch - 3ms/step  
## Epoch 45/200  
## 36/36 - 0s - loss: 0.3052 - accuracy: 0.8658 - val\_loss: 0.3526 - val\_accuracy: 0.8410 - 104ms/epoch - 3ms/step  
## Epoch 46/200  
## 36/36 - 0s - loss: 0.3030 - accuracy: 0.8679 - val\_loss: 0.3596 - val\_accuracy: 0.8367 - 104ms/epoch - 3ms/step  
## Epoch 47/200  
## 36/36 - 0s - loss: 0.3026 - accuracy: 0.8680 - val\_loss: 0.3543 - val\_accuracy: 0.8410 - 97ms/epoch - 3ms/step  
## Epoch 48/200  
## 36/36 - 0s - loss: 0.3015 - accuracy: 0.8687 - val\_loss: 0.3553 - val\_accuracy: 0.8417 - 107ms/epoch - 3ms/step  
## Epoch 49/200  
## 36/36 - 0s - loss: 0.3008 - accuracy: 0.8682 - val\_loss: 0.3519 - val\_accuracy: 0.8439 - 97ms/epoch - 3ms/step  
## Epoch 50/200  
## 36/36 - 0s - loss: 0.2997 - accuracy: 0.8681 - val\_loss: 0.3649 - val\_accuracy: 0.8382 - 98ms/epoch - 3ms/step  
## Epoch 51/200  
## 36/36 - 0s - loss: 0.2997 - accuracy: 0.8681 - val\_loss: 0.3523 - val\_accuracy: 0.8415 - 112ms/epoch - 3ms/step  
## Epoch 52/200  
## 36/36 - 0s - loss: 0.2973 - accuracy: 0.8717 - val\_loss: 0.3515 - val\_accuracy: 0.8443 - 99ms/epoch - 3ms/step  
## Epoch 53/200  
## 36/36 - 0s - loss: 0.2973 - accuracy: 0.8690 - val\_loss: 0.3516 - val\_accuracy: 0.8425 - 94ms/epoch - 3ms/step  
## Epoch 54/200  
## 36/36 - 0s - loss: 0.2962 - accuracy: 0.8706 - val\_loss: 0.3495 - val\_accuracy: 0.8425 - 98ms/epoch - 3ms/step  
## Epoch 55/200  
## 36/36 - 0s - loss: 0.2950 - accuracy: 0.8694 - val\_loss: 0.3506 - val\_accuracy: 0.8419 - 102ms/epoch - 3ms/step  
## Epoch 56/200  
## 36/36 - 0s - loss: 0.2947 - accuracy: 0.8711 - val\_loss: 0.3486 - val\_accuracy: 0.8441 - 98ms/epoch - 3ms/step  
## Epoch 57/200  
## 36/36 - 0s - loss: 0.2939 - accuracy: 0.8720 - val\_loss: 0.3530 - val\_accuracy: 0.8420 - 103ms/epoch - 3ms/step  
## Epoch 58/200  
## 36/36 - 0s - loss: 0.2940 - accuracy: 0.8708 - val\_loss: 0.3481 - val\_accuracy: 0.8460 - 93ms/epoch - 3ms/step  
## Epoch 59/200  
## 36/36 - 0s - loss: 0.2919 - accuracy: 0.8715 - val\_loss: 0.3488 - val\_accuracy: 0.8477 - 96ms/epoch - 3ms/step  
## Epoch 60/200  
## 36/36 - 0s - loss: 0.2913 - accuracy: 0.8725 - val\_loss: 0.3481 - val\_accuracy: 0.8477 - 100ms/epoch - 3ms/step  
## Epoch 61/200  
## 36/36 - 0s - loss: 0.2923 - accuracy: 0.8729 - val\_loss: 0.3523 - val\_accuracy: 0.8438 - 95ms/epoch - 3ms/step  
## Epoch 62/200  
## 36/36 - 0s - loss: 0.2905 - accuracy: 0.8736 - val\_loss: 0.3495 - val\_accuracy: 0.8437 - 93ms/epoch - 3ms/step  
## Epoch 63/200  
## 36/36 - 0s - loss: 0.2886 - accuracy: 0.8751 - val\_loss: 0.3493 - val\_accuracy: 0.8425 - 100ms/epoch - 3ms/step  
## Epoch 64/200  
## 36/36 - 0s - loss: 0.2897 - accuracy: 0.8742 - val\_loss: 0.3505 - val\_accuracy: 0.8448 - 98ms/epoch - 3ms/step  
## Epoch 65/200  
## 36/36 - 0s - loss: 0.2890 - accuracy: 0.8719 - val\_loss: 0.3524 - val\_accuracy: 0.8426 - 95ms/epoch - 3ms/step  
## Epoch 66/200  
## 36/36 - 0s - loss: 0.2877 - accuracy: 0.8722 - val\_loss: 0.3491 - val\_accuracy: 0.8453 - 103ms/epoch - 3ms/step  
## Epoch 67/200  
## 36/36 - 0s - loss: 0.2877 - accuracy: 0.8740 - val\_loss: 0.3503 - val\_accuracy: 0.8450 - 97ms/epoch - 3ms/step  
## Epoch 68/200  
## 36/36 - 0s - loss: 0.2861 - accuracy: 0.8724 - val\_loss: 0.4006 - val\_accuracy: 0.8258 - 96ms/epoch - 3ms/step  
## Epoch 69/200  
## 36/36 - 0s - loss: 0.2864 - accuracy: 0.8743 - val\_loss: 0.3456 - val\_accuracy: 0.8491 - 98ms/epoch - 3ms/step  
## Epoch 70/200  
## 36/36 - 0s - loss: 0.2859 - accuracy: 0.8753 - val\_loss: 0.3833 - val\_accuracy: 0.8312 - 101ms/epoch - 3ms/step  
## Epoch 71/200  
## 36/36 - 0s - loss: 0.2841 - accuracy: 0.8763 - val\_loss: 0.3489 - val\_accuracy: 0.8475 - 97ms/epoch - 3ms/step  
## Epoch 72/200  
## 36/36 - 0s - loss: 0.2847 - accuracy: 0.8738 - val\_loss: 0.3470 - val\_accuracy: 0.8488 - 102ms/epoch - 3ms/step  
## Epoch 73/200  
## 36/36 - 0s - loss: 0.2834 - accuracy: 0.8757 - val\_loss: 0.3462 - val\_accuracy: 0.8482 - 98ms/epoch - 3ms/step  
## Epoch 74/200  
## 36/36 - 0s - loss: 0.2823 - accuracy: 0.8769 - val\_loss: 0.3511 - val\_accuracy: 0.8478 - 99ms/epoch - 3ms/step  
## Epoch 75/200  
## 36/36 - 0s - loss: 0.2823 - accuracy: 0.8776 - val\_loss: 0.3527 - val\_accuracy: 0.8459 - 102ms/epoch - 3ms/step  
## Epoch 76/200  
## 36/36 - 0s - loss: 0.2815 - accuracy: 0.8770 - val\_loss: 0.3784 - val\_accuracy: 0.8302 - 102ms/epoch - 3ms/step  
## Epoch 77/200  
## 36/36 - 0s - loss: 0.2824 - accuracy: 0.8760 - val\_loss: 0.3506 - val\_accuracy: 0.8446 - 97ms/epoch - 3ms/step  
## Epoch 78/200  
## 36/36 - 0s - loss: 0.2809 - accuracy: 0.8773 - val\_loss: 0.3475 - val\_accuracy: 0.8450 - 111ms/epoch - 3ms/step  
## Epoch 79/200  
## 36/36 - 0s - loss: 0.2808 - accuracy: 0.8778 - val\_loss: 0.3532 - val\_accuracy: 0.8426 - 106ms/epoch - 3ms/step  
## Epoch 80/200  
## 36/36 - 0s - loss: 0.2804 - accuracy: 0.8767 - val\_loss: 0.3465 - val\_accuracy: 0.8491 - 97ms/epoch - 3ms/step  
## Epoch 81/200  
## 36/36 - 0s - loss: 0.2784 - accuracy: 0.8787 - val\_loss: 0.3463 - val\_accuracy: 0.8505 - 94ms/epoch - 3ms/step  
## Epoch 82/200  
## 36/36 - 0s - loss: 0.2782 - accuracy: 0.8775 - val\_loss: 0.3545 - val\_accuracy: 0.8440 - 96ms/epoch - 3ms/step  
## Epoch 83/200  
## 36/36 - 0s - loss: 0.2782 - accuracy: 0.8772 - val\_loss: 0.3512 - val\_accuracy: 0.8457 - 96ms/epoch - 3ms/step  
## Epoch 84/200  
## 36/36 - 0s - loss: 0.2770 - accuracy: 0.8785 - val\_loss: 0.3489 - val\_accuracy: 0.8475 - 99ms/epoch - 3ms/step  
## Epoch 85/200  
## 36/36 - 0s - loss: 0.2770 - accuracy: 0.8776 - val\_loss: 0.3609 - val\_accuracy: 0.8411 - 96ms/epoch - 3ms/step  
## Epoch 86/200  
## 36/36 - 0s - loss: 0.2751 - accuracy: 0.8804 - val\_loss: 0.3486 - val\_accuracy: 0.8478 - 104ms/epoch - 3ms/step  
## Epoch 87/200  
## 36/36 - 0s - loss: 0.2763 - accuracy: 0.8804 - val\_loss: 0.3470 - val\_accuracy: 0.8485 - 98ms/epoch - 3ms/step  
## Epoch 88/200  
## 36/36 - 0s - loss: 0.2748 - accuracy: 0.8802 - val\_loss: 0.3603 - val\_accuracy: 0.8406 - 99ms/epoch - 3ms/step  
## Epoch 89/200  
## 36/36 - 0s - loss: 0.2735 - accuracy: 0.8802 - val\_loss: 0.3662 - val\_accuracy: 0.8401 - 99ms/epoch - 3ms/step  
## Epoch 90/200  
## 36/36 - 0s - loss: 0.2735 - accuracy: 0.8818 - val\_loss: 0.3496 - val\_accuracy: 0.8498 - 101ms/epoch - 3ms/step  
## Epoch 91/200  
## 36/36 - 0s - loss: 0.2743 - accuracy: 0.8814 - val\_loss: 0.3543 - val\_accuracy: 0.8473 - 92ms/epoch - 3ms/step  
## Epoch 92/200  
## 36/36 - 0s - loss: 0.2742 - accuracy: 0.8799 - val\_loss: 0.3590 - val\_accuracy: 0.8423 - 95ms/epoch - 3ms/step  
## Epoch 93/200  
## 36/36 - 0s - loss: 0.2728 - accuracy: 0.8804 - val\_loss: 0.3559 - val\_accuracy: 0.8427 - 99ms/epoch - 3ms/step  
## Epoch 94/200  
## 36/36 - 0s - loss: 0.2724 - accuracy: 0.8812 - val\_loss: 0.3518 - val\_accuracy: 0.8488 - 96ms/epoch - 3ms/step  
## Epoch 95/200  
## 36/36 - 0s - loss: 0.2727 - accuracy: 0.8804 - val\_loss: 0.3503 - val\_accuracy: 0.8441 - 99ms/epoch - 3ms/step  
## Epoch 96/200  
## 36/36 - 0s - loss: 0.2700 - accuracy: 0.8809 - val\_loss: 0.3626 - val\_accuracy: 0.8387 - 110ms/epoch - 3ms/step  
## Epoch 97/200  
## 36/36 - 0s - loss: 0.2724 - accuracy: 0.8797 - val\_loss: 0.3496 - val\_accuracy: 0.8486 - 98ms/epoch - 3ms/step  
## Epoch 98/200  
## 36/36 - 0s - loss: 0.2700 - accuracy: 0.8824 - val\_loss: 0.3625 - val\_accuracy: 0.8410 - 99ms/epoch - 3ms/step  
## Epoch 99/200  
## 36/36 - 0s - loss: 0.2735 - accuracy: 0.8797 - val\_loss: 0.3555 - val\_accuracy: 0.8447 - 102ms/epoch - 3ms/step  
## Epoch 100/200  
## 36/36 - 0s - loss: 0.2696 - accuracy: 0.8824 - val\_loss: 0.3535 - val\_accuracy: 0.8473 - 98ms/epoch - 3ms/step  
## Epoch 101/200  
## 36/36 - 0s - loss: 0.2702 - accuracy: 0.8807 - val\_loss: 0.3735 - val\_accuracy: 0.8380 - 95ms/epoch - 3ms/step  
## Epoch 102/200  
## 36/36 - 0s - loss: 0.2690 - accuracy: 0.8825 - val\_loss: 0.3705 - val\_accuracy: 0.8400 - 105ms/epoch - 3ms/step  
## Epoch 103/200  
## 36/36 - 0s - loss: 0.2673 - accuracy: 0.8824 - val\_loss: 0.3640 - val\_accuracy: 0.8395 - 96ms/epoch - 3ms/step  
## Epoch 104/200  
## 36/36 - 0s - loss: 0.2684 - accuracy: 0.8825 - val\_loss: 0.3551 - val\_accuracy: 0.8466 - 97ms/epoch - 3ms/step  
## Epoch 105/200  
## 36/36 - 0s - loss: 0.2694 - accuracy: 0.8825 - val\_loss: 0.3495 - val\_accuracy: 0.8458 - 103ms/epoch - 3ms/step  
## Epoch 106/200  
## 36/36 - 0s - loss: 0.2662 - accuracy: 0.8841 - val\_loss: 0.3467 - val\_accuracy: 0.8488 - 99ms/epoch - 3ms/step  
## Epoch 107/200  
## 36/36 - 0s - loss: 0.2674 - accuracy: 0.8820 - val\_loss: 0.3535 - val\_accuracy: 0.8468 - 101ms/epoch - 3ms/step  
## Epoch 108/200  
## 36/36 - 0s - loss: 0.2666 - accuracy: 0.8830 - val\_loss: 0.3497 - val\_accuracy: 0.8484 - 100ms/epoch - 3ms/step  
## Epoch 109/200  
## 36/36 - 0s - loss: 0.2670 - accuracy: 0.8827 - val\_loss: 0.3475 - val\_accuracy: 0.8507 - 95ms/epoch - 3ms/step  
## Epoch 110/200  
## 36/36 - 0s - loss: 0.2649 - accuracy: 0.8847 - val\_loss: 0.3684 - val\_accuracy: 0.8423 - 97ms/epoch - 3ms/step  
## Epoch 111/200  
## 36/36 - 0s - loss: 0.2669 - accuracy: 0.8837 - val\_loss: 0.3482 - val\_accuracy: 0.8503 - 102ms/epoch - 3ms/step  
## Epoch 112/200  
## 36/36 - 0s - loss: 0.2647 - accuracy: 0.8846 - val\_loss: 0.3504 - val\_accuracy: 0.8450 - 97ms/epoch - 3ms/step  
## Epoch 113/200  
## 36/36 - 0s - loss: 0.2651 - accuracy: 0.8837 - val\_loss: 0.3486 - val\_accuracy: 0.8485 - 97ms/epoch - 3ms/step  
## Epoch 114/200  
## 36/36 - 0s - loss: 0.2647 - accuracy: 0.8839 - val\_loss: 0.3766 - val\_accuracy: 0.8343 - 98ms/epoch - 3ms/step  
## Epoch 115/200  
## 36/36 - 0s - loss: 0.2632 - accuracy: 0.8841 - val\_loss: 0.3703 - val\_accuracy: 0.8411 - 102ms/epoch - 3ms/step  
## Epoch 116/200  
## 36/36 - 0s - loss: 0.2623 - accuracy: 0.8862 - val\_loss: 0.3568 - val\_accuracy: 0.8424 - 97ms/epoch - 3ms/step  
## Epoch 117/200  
## 36/36 - 0s - loss: 0.2632 - accuracy: 0.8852 - val\_loss: 0.3506 - val\_accuracy: 0.8482 - 135ms/epoch - 4ms/step  
## Epoch 118/200  
## 36/36 - 0s - loss: 0.2622 - accuracy: 0.8865 - val\_loss: 0.3549 - val\_accuracy: 0.8475 - 104ms/epoch - 3ms/step  
## Epoch 119/200  
## 36/36 - 0s - loss: 0.2627 - accuracy: 0.8852 - val\_loss: 0.3608 - val\_accuracy: 0.8429 - 97ms/epoch - 3ms/step  
## Epoch 120/200  
## 36/36 - 0s - loss: 0.2626 - accuracy: 0.8862 - val\_loss: 0.3528 - val\_accuracy: 0.8458 - 99ms/epoch - 3ms/step  
## Epoch 121/200  
## 36/36 - 0s - loss: 0.2613 - accuracy: 0.8837 - val\_loss: 0.3492 - val\_accuracy: 0.8505 - 98ms/epoch - 3ms/step  
## Epoch 122/200  
## 36/36 - 0s - loss: 0.2601 - accuracy: 0.8864 - val\_loss: 0.3518 - val\_accuracy: 0.8475 - 97ms/epoch - 3ms/step  
## Epoch 123/200  
## 36/36 - 0s - loss: 0.2613 - accuracy: 0.8854 - val\_loss: 0.3876 - val\_accuracy: 0.8258 - 97ms/epoch - 3ms/step  
## Epoch 124/200  
## 36/36 - 0s - loss: 0.2619 - accuracy: 0.8849 - val\_loss: 0.3503 - val\_accuracy: 0.8511 - 93ms/epoch - 3ms/step  
## Epoch 125/200  
## 36/36 - 0s - loss: 0.2597 - accuracy: 0.8874 - val\_loss: 0.3481 - val\_accuracy: 0.8509 - 99ms/epoch - 3ms/step  
## Epoch 126/200  
## 36/36 - 0s - loss: 0.2609 - accuracy: 0.8879 - val\_loss: 0.3498 - val\_accuracy: 0.8460 - 97ms/epoch - 3ms/step  
## Epoch 127/200  
## 36/36 - 0s - loss: 0.2606 - accuracy: 0.8863 - val\_loss: 0.3469 - val\_accuracy: 0.8520 - 109ms/epoch - 3ms/step  
## Epoch 128/200  
## 36/36 - 0s - loss: 0.2580 - accuracy: 0.8884 - val\_loss: 0.3824 - val\_accuracy: 0.8359 - 103ms/epoch - 3ms/step  
## Epoch 129/200  
## 36/36 - 0s - loss: 0.2588 - accuracy: 0.8889 - val\_loss: 0.3504 - val\_accuracy: 0.8503 - 100ms/epoch - 3ms/step  
## Epoch 130/200  
## 36/36 - 0s - loss: 0.2595 - accuracy: 0.8869 - val\_loss: 0.3731 - val\_accuracy: 0.8397 - 99ms/epoch - 3ms/step  
## Epoch 131/200  
## 36/36 - 0s - loss: 0.2595 - accuracy: 0.8874 - val\_loss: 0.3505 - val\_accuracy: 0.8504 - 109ms/epoch - 3ms/step  
## Epoch 132/200  
## 36/36 - 0s - loss: 0.2576 - accuracy: 0.8864 - val\_loss: 0.3623 - val\_accuracy: 0.8446 - 98ms/epoch - 3ms/step  
## Epoch 133/200  
## 36/36 - 0s - loss: 0.2582 - accuracy: 0.8877 - val\_loss: 0.3506 - val\_accuracy: 0.8509 - 99ms/epoch - 3ms/step  
## Epoch 134/200  
## 36/36 - 0s - loss: 0.2580 - accuracy: 0.8880 - val\_loss: 0.3863 - val\_accuracy: 0.8352 - 96ms/epoch - 3ms/step  
## Epoch 135/200  
## 36/36 - 0s - loss: 0.2572 - accuracy: 0.8860 - val\_loss: 0.3515 - val\_accuracy: 0.8486 - 96ms/epoch - 3ms/step  
## Epoch 136/200  
## 36/36 - 0s - loss: 0.2562 - accuracy: 0.8879 - val\_loss: 0.3574 - val\_accuracy: 0.8472 - 103ms/epoch - 3ms/step  
## Epoch 137/200  
## 36/36 - 0s - loss: 0.2554 - accuracy: 0.8877 - val\_loss: 0.3780 - val\_accuracy: 0.8373 - 100ms/epoch - 3ms/step  
## Epoch 138/200  
## 36/36 - 0s - loss: 0.2570 - accuracy: 0.8873 - val\_loss: 0.3507 - val\_accuracy: 0.8483 - 98ms/epoch - 3ms/step  
## Epoch 139/200  
## 36/36 - 0s - loss: 0.2554 - accuracy: 0.8880 - val\_loss: 0.3665 - val\_accuracy: 0.8423 - 98ms/epoch - 3ms/step  
## Epoch 140/200  
## 36/36 - 0s - loss: 0.2549 - accuracy: 0.8896 - val\_loss: 0.3551 - val\_accuracy: 0.8514 - 98ms/epoch - 3ms/step  
## Epoch 141/200  
## 36/36 - 0s - loss: 0.2553 - accuracy: 0.8890 - val\_loss: 0.3496 - val\_accuracy: 0.8533 - 94ms/epoch - 3ms/step  
## Epoch 142/200  
## 36/36 - 0s - loss: 0.2545 - accuracy: 0.8895 - val\_loss: 0.3717 - val\_accuracy: 0.8406 - 103ms/epoch - 3ms/step  
## Epoch 143/200  
## 36/36 - 0s - loss: 0.2553 - accuracy: 0.8881 - val\_loss: 0.3530 - val\_accuracy: 0.8480 - 98ms/epoch - 3ms/step  
## Epoch 144/200  
## 36/36 - 0s - loss: 0.2546 - accuracy: 0.8890 - val\_loss: 0.3502 - val\_accuracy: 0.8496 - 99ms/epoch - 3ms/step  
## Epoch 145/200  
## 36/36 - 0s - loss: 0.2551 - accuracy: 0.8890 - val\_loss: 0.3491 - val\_accuracy: 0.8499 - 111ms/epoch - 3ms/step  
## Epoch 146/200  
## 36/36 - 0s - loss: 0.2527 - accuracy: 0.8898 - val\_loss: 0.3572 - val\_accuracy: 0.8492 - 101ms/epoch - 3ms/step  
## Epoch 147/200  
## 36/36 - 0s - loss: 0.2550 - accuracy: 0.8885 - val\_loss: 0.3640 - val\_accuracy: 0.8452 - 109ms/epoch - 3ms/step  
## Epoch 148/200  
## 36/36 - 0s - loss: 0.2540 - accuracy: 0.8876 - val\_loss: 0.3743 - val\_accuracy: 0.8397 - 104ms/epoch - 3ms/step  
## Epoch 149/200  
## 36/36 - 0s - loss: 0.2528 - accuracy: 0.8900 - val\_loss: 0.3586 - val\_accuracy: 0.8443 - 94ms/epoch - 3ms/step  
## Epoch 150/200  
## 36/36 - 0s - loss: 0.2534 - accuracy: 0.8886 - val\_loss: 0.3640 - val\_accuracy: 0.8445 - 111ms/epoch - 3ms/step  
## Epoch 151/200  
## 36/36 - 0s - loss: 0.2531 - accuracy: 0.8913 - val\_loss: 0.3498 - val\_accuracy: 0.8516 - 96ms/epoch - 3ms/step  
## Epoch 152/200  
## 36/36 - 0s - loss: 0.2528 - accuracy: 0.8897 - val\_loss: 0.3500 - val\_accuracy: 0.8497 - 98ms/epoch - 3ms/step  
## Epoch 153/200  
## 36/36 - 0s - loss: 0.2513 - accuracy: 0.8896 - val\_loss: 0.3648 - val\_accuracy: 0.8394 - 101ms/epoch - 3ms/step  
## Epoch 154/200  
## 36/36 - 0s - loss: 0.2510 - accuracy: 0.8914 - val\_loss: 0.3540 - val\_accuracy: 0.8486 - 90ms/epoch - 2ms/step  
## Epoch 155/200  
## 36/36 - 0s - loss: 0.2521 - accuracy: 0.8893 - val\_loss: 0.3548 - val\_accuracy: 0.8472 - 102ms/epoch - 3ms/step  
## Epoch 156/200  
## 36/36 - 0s - loss: 0.2514 - accuracy: 0.8899 - val\_loss: 0.3560 - val\_accuracy: 0.8469 - 120ms/epoch - 3ms/step  
## Epoch 157/200  
## 36/36 - 0s - loss: 0.2519 - accuracy: 0.8907 - val\_loss: 0.3557 - val\_accuracy: 0.8473 - 103ms/epoch - 3ms/step  
## Epoch 158/200  
## 36/36 - 0s - loss: 0.2513 - accuracy: 0.8896 - val\_loss: 0.3594 - val\_accuracy: 0.8483 - 97ms/epoch - 3ms/step  
## Epoch 159/200  
## 36/36 - 0s - loss: 0.2505 - accuracy: 0.8911 - val\_loss: 0.3641 - val\_accuracy: 0.8467 - 99ms/epoch - 3ms/step  
## Epoch 160/200  
## 36/36 - 0s - loss: 0.2504 - accuracy: 0.8902 - val\_loss: 0.3747 - val\_accuracy: 0.8381 - 96ms/epoch - 3ms/step  
## Epoch 161/200  
## 36/36 - 0s - loss: 0.2493 - accuracy: 0.8918 - val\_loss: 0.3593 - val\_accuracy: 0.8478 - 103ms/epoch - 3ms/step  
## Epoch 162/200  
## 36/36 - 0s - loss: 0.2509 - accuracy: 0.8901 - val\_loss: 0.3545 - val\_accuracy: 0.8486 - 100ms/epoch - 3ms/step  
## Epoch 163/200  
## 36/36 - 0s - loss: 0.2502 - accuracy: 0.8919 - val\_loss: 0.3529 - val\_accuracy: 0.8508 - 94ms/epoch - 3ms/step  
## Epoch 164/200  
## 36/36 - 0s - loss: 0.2479 - accuracy: 0.8911 - val\_loss: 0.3538 - val\_accuracy: 0.8522 - 103ms/epoch - 3ms/step  
## Epoch 165/200  
## 36/36 - 0s - loss: 0.2493 - accuracy: 0.8895 - val\_loss: 0.3543 - val\_accuracy: 0.8499 - 100ms/epoch - 3ms/step  
## Epoch 166/200  
## 36/36 - 0s - loss: 0.2462 - accuracy: 0.8937 - val\_loss: 0.3562 - val\_accuracy: 0.8501 - 98ms/epoch - 3ms/step  
## Epoch 167/200  
## 36/36 - 0s - loss: 0.2493 - accuracy: 0.8911 - val\_loss: 0.3552 - val\_accuracy: 0.8503 - 106ms/epoch - 3ms/step  
## Epoch 168/200  
## 36/36 - 0s - loss: 0.2480 - accuracy: 0.8932 - val\_loss: 0.3807 - val\_accuracy: 0.8396 - 97ms/epoch - 3ms/step  
## Epoch 169/200  
## 36/36 - 0s - loss: 0.2488 - accuracy: 0.8932 - val\_loss: 0.3628 - val\_accuracy: 0.8459 - 98ms/epoch - 3ms/step  
## Epoch 170/200  
## 36/36 - 0s - loss: 0.2473 - accuracy: 0.8929 - val\_loss: 0.3586 - val\_accuracy: 0.8511 - 106ms/epoch - 3ms/step  
## Epoch 171/200  
## 36/36 - 0s - loss: 0.2473 - accuracy: 0.8921 - val\_loss: 0.3581 - val\_accuracy: 0.8479 - 96ms/epoch - 3ms/step  
## Epoch 172/200  
## 36/36 - 0s - loss: 0.2497 - accuracy: 0.8902 - val\_loss: 0.3546 - val\_accuracy: 0.8486 - 96ms/epoch - 3ms/step  
## Epoch 173/200  
## 36/36 - 0s - loss: 0.2455 - accuracy: 0.8938 - val\_loss: 0.3602 - val\_accuracy: 0.8498 - 103ms/epoch - 3ms/step  
## Epoch 174/200  
## 36/36 - 0s - loss: 0.2484 - accuracy: 0.8933 - val\_loss: 0.3529 - val\_accuracy: 0.8503 - 96ms/epoch - 3ms/step  
## Epoch 175/200  
## 36/36 - 0s - loss: 0.2470 - accuracy: 0.8923 - val\_loss: 0.3546 - val\_accuracy: 0.8514 - 96ms/epoch - 3ms/step  
## Epoch 176/200  
## 36/36 - 0s - loss: 0.2472 - accuracy: 0.8932 - val\_loss: 0.3609 - val\_accuracy: 0.8433 - 107ms/epoch - 3ms/step  
## Epoch 177/200  
## 36/36 - 0s - loss: 0.2457 - accuracy: 0.8938 - val\_loss: 0.3600 - val\_accuracy: 0.8495 - 99ms/epoch - 3ms/step  
## Epoch 178/200  
## 36/36 - 0s - loss: 0.2480 - accuracy: 0.8905 - val\_loss: 0.3590 - val\_accuracy: 0.8503 - 103ms/epoch - 3ms/step  
## Epoch 179/200  
## 36/36 - 0s - loss: 0.2455 - accuracy: 0.8937 - val\_loss: 0.3568 - val\_accuracy: 0.8493 - 102ms/epoch - 3ms/step  
## Epoch 180/200  
## 36/36 - 0s - loss: 0.2442 - accuracy: 0.8947 - val\_loss: 0.3884 - val\_accuracy: 0.8327 - 97ms/epoch - 3ms/step  
## Epoch 181/200  
## 36/36 - 0s - loss: 0.2472 - accuracy: 0.8929 - val\_loss: 0.3604 - val\_accuracy: 0.8504 - 100ms/epoch - 3ms/step  
## Epoch 182/200  
## 36/36 - 0s - loss: 0.2451 - accuracy: 0.8929 - val\_loss: 0.3608 - val\_accuracy: 0.8453 - 95ms/epoch - 3ms/step  
## Epoch 183/200  
## 36/36 - 0s - loss: 0.2443 - accuracy: 0.8936 - val\_loss: 0.3641 - val\_accuracy: 0.8512 - 97ms/epoch - 3ms/step  
## Epoch 184/200  
## 36/36 - 0s - loss: 0.2447 - accuracy: 0.8941 - val\_loss: 0.3568 - val\_accuracy: 0.8497 - 94ms/epoch - 3ms/step  
## Epoch 185/200  
## 36/36 - 0s - loss: 0.2433 - accuracy: 0.8951 - val\_loss: 0.3570 - val\_accuracy: 0.8512 - 100ms/epoch - 3ms/step  
## Epoch 186/200  
## 36/36 - 0s - loss: 0.2447 - accuracy: 0.8918 - val\_loss: 0.3589 - val\_accuracy: 0.8497 - 97ms/epoch - 3ms/step  
## Epoch 187/200  
## 36/36 - 0s - loss: 0.2430 - accuracy: 0.8938 - val\_loss: 0.3661 - val\_accuracy: 0.8445 - 93ms/epoch - 3ms/step  
## Epoch 188/200  
## 36/36 - 0s - loss: 0.2456 - accuracy: 0.8939 - val\_loss: 0.3633 - val\_accuracy: 0.8464 - 104ms/epoch - 3ms/step  
## Epoch 189/200  
## 36/36 - 0s - loss: 0.2417 - accuracy: 0.8962 - val\_loss: 0.3540 - val\_accuracy: 0.8541 - 97ms/epoch - 3ms/step  
## Epoch 190/200  
## 36/36 - 0s - loss: 0.2439 - accuracy: 0.8950 - val\_loss: 0.3583 - val\_accuracy: 0.8521 - 95ms/epoch - 3ms/step  
## Epoch 191/200  
## 36/36 - 0s - loss: 0.2414 - accuracy: 0.8945 - val\_loss: 0.3574 - val\_accuracy: 0.8523 - 96ms/epoch - 3ms/step  
## Epoch 192/200  
## 36/36 - 0s - loss: 0.2449 - accuracy: 0.8922 - val\_loss: 0.3716 - val\_accuracy: 0.8472 - 103ms/epoch - 3ms/step  
## Epoch 193/200  
## 36/36 - 0s - loss: 0.2434 - accuracy: 0.8944 - val\_loss: 0.3596 - val\_accuracy: 0.8521 - 93ms/epoch - 3ms/step  
## Epoch 194/200  
## 36/36 - 0s - loss: 0.2409 - accuracy: 0.8948 - val\_loss: 0.3531 - val\_accuracy: 0.8545 - 100ms/epoch - 3ms/step  
## Epoch 195/200  
## 36/36 - 0s - loss: 0.2424 - accuracy: 0.8952 - val\_loss: 0.3559 - val\_accuracy: 0.8542 - 97ms/epoch - 3ms/step  
## Epoch 196/200  
## 36/36 - 0s - loss: 0.2413 - accuracy: 0.8952 - val\_loss: 0.3712 - val\_accuracy: 0.8441 - 99ms/epoch - 3ms/step  
## Epoch 197/200  
## 36/36 - 0s - loss: 0.2409 - accuracy: 0.8946 - val\_loss: 0.3591 - val\_accuracy: 0.8521 - 114ms/epoch - 3ms/step  
## Epoch 198/200  
## 36/36 - 0s - loss: 0.2422 - accuracy: 0.8933 - val\_loss: 0.3671 - val\_accuracy: 0.8516 - 100ms/epoch - 3ms/step  
## Epoch 199/200  
## 36/36 - 0s - loss: 0.2415 - accuracy: 0.8955 - val\_loss: 0.3601 - val\_accuracy: 0.8520 - 92ms/epoch - 3ms/step  
## Epoch 200/200  
## 36/36 - 0s - loss: 0.2398 - accuracy: 0.8972 - val\_loss: 0.3746 - val\_accuracy: 0.8410 - 98ms/epoch - 3ms/step

plot(history\_small)

![](data:image/png;base64,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)

### Generalize smaller model

model\_small <- keras\_model\_sequential(list(  
 layer\_dense(units = 75, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.2),  
 layer\_dense(units = 37, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.2),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model\_small,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history <- fit(model\_small, training\_features, training\_labels,  
 epochs = 50, batch\_size = 512, validation\_split = 0.33,  
 callbacks = list(callback\_early\_stopping(patience = 2)))

## Epoch 1/50  
## 36/36 - 1s - loss: 0.8677 - accuracy: 0.6678 - val\_loss: 0.7795 - val\_accuracy: 0.7584 - 988ms/epoch - 27ms/step  
## Epoch 2/50  
## 36/36 - 0s - loss: 0.6787 - accuracy: 0.7738 - val\_loss: 0.7125 - val\_accuracy: 0.7101 - 145ms/epoch - 4ms/step  
## Epoch 3/50  
## 36/36 - 0s - loss: 0.6107 - accuracy: 0.7964 - val\_loss: 0.6928 - val\_accuracy: 0.6916 - 159ms/epoch - 4ms/step  
## Epoch 4/50  
## 36/36 - 0s - loss: 0.5674 - accuracy: 0.8100 - val\_loss: 0.6769 - val\_accuracy: 0.6950 - 152ms/epoch - 4ms/step  
## Epoch 5/50  
## 36/36 - 0s - loss: 0.5379 - accuracy: 0.8148 - val\_loss: 0.6536 - val\_accuracy: 0.7093 - 147ms/epoch - 4ms/step  
## Epoch 6/50  
## 36/36 - 0s - loss: 0.5132 - accuracy: 0.8214 - val\_loss: 0.6286 - val\_accuracy: 0.7232 - 145ms/epoch - 4ms/step  
## Epoch 7/50  
## 36/36 - 0s - loss: 0.4976 - accuracy: 0.8253 - val\_loss: 0.5986 - val\_accuracy: 0.7312 - 146ms/epoch - 4ms/step  
## Epoch 8/50  
## 36/36 - 0s - loss: 0.4863 - accuracy: 0.8242 - val\_loss: 0.5641 - val\_accuracy: 0.7571 - 148ms/epoch - 4ms/step  
## Epoch 9/50  
## 36/36 - 0s - loss: 0.4728 - accuracy: 0.8273 - val\_loss: 0.5439 - val\_accuracy: 0.7681 - 146ms/epoch - 4ms/step  
## Epoch 10/50  
## 36/36 - 0s - loss: 0.4609 - accuracy: 0.8310 - val\_loss: 0.5225 - val\_accuracy: 0.7730 - 161ms/epoch - 4ms/step  
## Epoch 11/50  
## 36/36 - 0s - loss: 0.4487 - accuracy: 0.8317 - val\_loss: 0.5056 - val\_accuracy: 0.7838 - 161ms/epoch - 4ms/step  
## Epoch 12/50  
## 36/36 - 0s - loss: 0.4389 - accuracy: 0.8359 - val\_loss: 0.4847 - val\_accuracy: 0.7924 - 149ms/epoch - 4ms/step  
## Epoch 13/50  
## 36/36 - 0s - loss: 0.4322 - accuracy: 0.8385 - val\_loss: 0.4694 - val\_accuracy: 0.7974 - 147ms/epoch - 4ms/step  
## Epoch 14/50  
## 36/36 - 0s - loss: 0.4243 - accuracy: 0.8380 - val\_loss: 0.4594 - val\_accuracy: 0.8026 - 143ms/epoch - 4ms/step  
## Epoch 15/50  
## 36/36 - 0s - loss: 0.4163 - accuracy: 0.8399 - val\_loss: 0.4452 - val\_accuracy: 0.8124 - 151ms/epoch - 4ms/step  
## Epoch 16/50  
## 36/36 - 0s - loss: 0.4068 - accuracy: 0.8467 - val\_loss: 0.4388 - val\_accuracy: 0.8108 - 149ms/epoch - 4ms/step  
## Epoch 17/50  
## 36/36 - 0s - loss: 0.4052 - accuracy: 0.8427 - val\_loss: 0.4295 - val\_accuracy: 0.8221 - 153ms/epoch - 4ms/step  
## Epoch 18/50  
## 36/36 - 0s - loss: 0.3994 - accuracy: 0.8443 - val\_loss: 0.4287 - val\_accuracy: 0.8190 - 158ms/epoch - 4ms/step  
## Epoch 19/50  
## 36/36 - 0s - loss: 0.3923 - accuracy: 0.8477 - val\_loss: 0.4177 - val\_accuracy: 0.8266 - 144ms/epoch - 4ms/step  
## Epoch 20/50  
## 36/36 - 0s - loss: 0.3847 - accuracy: 0.8494 - val\_loss: 0.4104 - val\_accuracy: 0.8337 - 164ms/epoch - 5ms/step  
## Epoch 21/50  
## 36/36 - 0s - loss: 0.3835 - accuracy: 0.8475 - val\_loss: 0.4028 - val\_accuracy: 0.8352 - 142ms/epoch - 4ms/step  
## Epoch 22/50  
## 36/36 - 0s - loss: 0.3787 - accuracy: 0.8479 - val\_loss: 0.4044 - val\_accuracy: 0.8319 - 146ms/epoch - 4ms/step  
## Epoch 23/50  
## 36/36 - 0s - loss: 0.3771 - accuracy: 0.8489 - val\_loss: 0.4014 - val\_accuracy: 0.8336 - 158ms/epoch - 4ms/step  
## Epoch 24/50  
## 36/36 - 0s - loss: 0.3723 - accuracy: 0.8521 - val\_loss: 0.3931 - val\_accuracy: 0.8365 - 153ms/epoch - 4ms/step  
## Epoch 25/50  
## 36/36 - 0s - loss: 0.3723 - accuracy: 0.8491 - val\_loss: 0.3928 - val\_accuracy: 0.8375 - 157ms/epoch - 4ms/step  
## Epoch 26/50  
## 36/36 - 0s - loss: 0.3698 - accuracy: 0.8519 - val\_loss: 0.3877 - val\_accuracy: 0.8356 - 145ms/epoch - 4ms/step  
## Epoch 27/50  
## 36/36 - 0s - loss: 0.3637 - accuracy: 0.8553 - val\_loss: 0.3855 - val\_accuracy: 0.8409 - 146ms/epoch - 4ms/step  
## Epoch 28/50  
## 36/36 - 0s - loss: 0.3632 - accuracy: 0.8555 - val\_loss: 0.3856 - val\_accuracy: 0.8338 - 146ms/epoch - 4ms/step  
## Epoch 29/50  
## 36/36 - 0s - loss: 0.3588 - accuracy: 0.8540 - val\_loss: 0.3791 - val\_accuracy: 0.8443 - 146ms/epoch - 4ms/step  
## Epoch 30/50  
## 36/36 - 0s - loss: 0.3579 - accuracy: 0.8541 - val\_loss: 0.3788 - val\_accuracy: 0.8416 - 144ms/epoch - 4ms/step  
## Epoch 31/50  
## 36/36 - 0s - loss: 0.3588 - accuracy: 0.8561 - val\_loss: 0.3759 - val\_accuracy: 0.8455 - 149ms/epoch - 4ms/step  
## Epoch 32/50  
## 36/36 - 0s - loss: 0.3536 - accuracy: 0.8568 - val\_loss: 0.3749 - val\_accuracy: 0.8433 - 142ms/epoch - 4ms/step  
## Epoch 33/50  
## 36/36 - 0s - loss: 0.3498 - accuracy: 0.8591 - val\_loss: 0.3709 - val\_accuracy: 0.8479 - 142ms/epoch - 4ms/step  
## Epoch 34/50  
## 36/36 - 0s - loss: 0.3474 - accuracy: 0.8586 - val\_loss: 0.3710 - val\_accuracy: 0.8512 - 145ms/epoch - 4ms/step  
## Epoch 35/50  
## 36/36 - 0s - loss: 0.3451 - accuracy: 0.8613 - val\_loss: 0.3679 - val\_accuracy: 0.8480 - 148ms/epoch - 4ms/step  
## Epoch 36/50  
## 36/36 - 0s - loss: 0.3426 - accuracy: 0.8601 - val\_loss: 0.3673 - val\_accuracy: 0.8509 - 147ms/epoch - 4ms/step  
## Epoch 37/50  
## 36/36 - 0s - loss: 0.3440 - accuracy: 0.8565 - val\_loss: 0.3644 - val\_accuracy: 0.8525 - 153ms/epoch - 4ms/step  
## Epoch 38/50  
## 36/36 - 0s - loss: 0.3398 - accuracy: 0.8604 - val\_loss: 0.3617 - val\_accuracy: 0.8520 - 157ms/epoch - 4ms/step  
## Epoch 39/50  
## 36/36 - 0s - loss: 0.3409 - accuracy: 0.8606 - val\_loss: 0.3632 - val\_accuracy: 0.8488 - 151ms/epoch - 4ms/step  
## Epoch 40/50  
## 36/36 - 0s - loss: 0.3396 - accuracy: 0.8604 - val\_loss: 0.3604 - val\_accuracy: 0.8505 - 143ms/epoch - 4ms/step  
## Epoch 41/50  
## 36/36 - 0s - loss: 0.3369 - accuracy: 0.8609 - val\_loss: 0.3603 - val\_accuracy: 0.8504 - 149ms/epoch - 4ms/step  
## Epoch 42/50  
## 36/36 - 0s - loss: 0.3381 - accuracy: 0.8612 - val\_loss: 0.3623 - val\_accuracy: 0.8473 - 145ms/epoch - 4ms/step  
## Epoch 43/50  
## 36/36 - 0s - loss: 0.3376 - accuracy: 0.8623 - val\_loss: 0.3603 - val\_accuracy: 0.8492 - 152ms/epoch - 4ms/step  
## Epoch 44/50  
## 36/36 - 0s - loss: 0.3344 - accuracy: 0.8630 - val\_loss: 0.3566 - val\_accuracy: 0.8514 - 154ms/epoch - 4ms/step  
## Epoch 45/50  
## 36/36 - 0s - loss: 0.3313 - accuracy: 0.8640 - val\_loss: 0.3628 - val\_accuracy: 0.8463 - 154ms/epoch - 4ms/step  
## Epoch 46/50  
## 36/36 - 0s - loss: 0.3306 - accuracy: 0.8628 - val\_loss: 0.3541 - val\_accuracy: 0.8538 - 143ms/epoch - 4ms/step  
## Epoch 47/50  
## 36/36 - 0s - loss: 0.3292 - accuracy: 0.8637 - val\_loss: 0.3586 - val\_accuracy: 0.8517 - 145ms/epoch - 4ms/step  
## Epoch 48/50  
## 36/36 - 0s - loss: 0.3339 - accuracy: 0.8636 - val\_loss: 0.3566 - val\_accuracy: 0.8509 - 150ms/epoch - 4ms/step

plot(history)
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### Evaluate smaller model

# Evaluate the smaller capacity model  
  
predictions <- predict(model\_small, test\_features)

## 284/284 - 0s - 257ms/epoch - 905us/step

test\_set$p\_prob2 <- predictions[, 1]  
  
# ROC curve  
  
roc\_data <- data.frame(threshold=seq(1,0,-0.01), fpr=0, tpr=0)  
for (i in roc\_data$threshold) {  
   
 over\_threshold <- test\_set[test\_set$p\_prob2 >= i, ]  
   
 fpr <- sum(over\_threshold$booking\_status==0)/sum(test\_set$booking\_status==0)  
 roc\_data[roc\_data$threshold==i, "fpr"] <- fpr  
   
 tpr <- sum(over\_threshold$booking\_status==1)/sum(test\_set$booking\_status==1)  
 roc\_data[roc\_data$threshold==i, "tpr"] <- tpr  
   
}  
  
ggplot() +  
 geom\_line(data = roc\_data, aes(x=fpr, y=tpr, color = threshold), size = 2) +  
 scale\_color\_gradientn(colors = rainbow(3)) +  
 geom\_abline(intercept = 0, slope = 1, lty = 2) +  
 geom\_point(data = roc\_data[seq(1, 101, 10), ], aes(x = fpr, y =tpr)) +  
 geom\_text(data = roc\_data[seq(1, 101, 10), ],  
 aes(x = fpr, y = tpr, label = threshold, hjust = 1.2, vjust = -0.2))

![](data:image/png;base64,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)

# AUC  
  
auc <- auc(x = roc\_data$fpr, y = roc\_data$tpr, type = "spline")

## Warning in regularize.values(x, y, ties, missing(ties)): collapsing to unique  
## 'x' values

auc

## [1] 0.9284658

# Calibration curve  
  
calibration\_data <- data.frame(bin\_midpoint=seq(0.05, 0.95, 0.1),  
 observed\_event\_percentage=0)  
for (i in seq(0.05,0.95,0.1)) {  
   
 in\_interval <- test\_set[test\_set$p\_prob2 >= (i-0.05) & test\_set$p\_prob2 <= (i+0.05), ]  
 oep <- nrow(in\_interval[in\_interval$booking\_status==1, ])/nrow(in\_interval)  
 calibration\_data[calibration\_data$bin\_midpoint==i, "observed\_event\_percentage"] <- oep  
   
}  
  
ggplot(data = calibration\_data, aes(x = bin\_midpoint, y = observed\_event\_percentage)) +  
 geom\_line(size = 1) +  
 geom\_abline(intercept = 0, slope = 1, lty = 2) +  
 geom\_point(size = 2) +  
 geom\_text(aes(label = bin\_midpoint), hjust = 0.75, vjust = -0.5)
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